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Introduction

The theory of Galois groups and their representations lies at the heart of modern
algebraic number theory. It can be considered as a powerful bridge between different
areas of number theory, allowing mathematicians to translate problems of arithmetic
nature into the language of linear algebra. The object of this thesis will be an
introduction of deformation theory, whose theoretical results will be used to sketch
a proof of the modularity theorem for elliptic curves and Fermat’s Last Theorem.

We’ll mainly refer to Mazur’s study of deformation theory (see [7] and [8]). He
was the first one to introduce the notion of deformation of a Galois representation
with coefficient in a complete local noetherian ring. With this idea Mazur launched
the new field of Galois deformation theory, which almost immediately found a spec-
tacular application in Wile’s proof of the Taniyama-Weil conjecture. Hence, Mazur’s
ideas are present in the very foundations of the strategy for establishing the modu-
larity of Galois representations that has been extensively developed and generalized
since Wiles’s breakthrough on the modularity of elliptic curves.

One of the main reason to study Galois representation theory is its profound
implications in areas like the theory of elliptic curves and modular forms. Indeed,
for every elliptic curve E defined over Q and for every prime p, the absolute Galois
group of Q, GQ, acts on Tap(E), the p-adic Tate module of E. Fixing a basis of
Tap(E) as Zp-module, we get the isomorphism Tap(E) ≃ Zp×Zp denoting by Zp the
ring of p-adic integers. Then, from the action of GQ we get a Galois representation

ρE,p : GQ −→ GL2(Zp).

Similarly, to every cuspidal newform f =
∑
n

anq
n ∈ S2(Γ1(N), χ) of weight 2 we can

attach a Galois representation that is defined over its Hecke field Kf = Q({an}n∈N),
a totally real number field. More precisely, for every prime λ of Kf there exists a
representation

ρf,λ : GQ −→ GL2(Of,λ),

iii



iv 0. Introduction

where Of,λ is the ring of integers of the completion Kf,λ. The modularity theorem
for elliptic curves, formerly known as Shimura–Taniwama–Weil conjeture, roughly
speaking states that these two representations agree. More precisely, we say that an
elliptic curve E/Q is modular if there exists a prime ℓ, a newform f ∈ S2(Γ1(N), χ)
and a prime λ|ℓ of Kf such that Kf,λ ≃ Qℓ and ρE,ℓ ∼ ρf,λ. The modularity theorem
asserts that every elliptic curve over Q is modular. Making use of deformation theory,
in 1994 the British mathematician Andrew Wiles proved the following special case.

Theorem (Wiles). Every semistable elliptic curve E/Q is modular.

It was thanks to Taylor’s great help that Wiles completed the proof of his theorem.
Meanwhile, the American mathematician Ken Ribet had already realized in 1990
that a solution of Fermat’s Last Theorem could follow naturally once proved the
modularity conjecture.

Theorem (FLT). The equation : xn + yn = zn, where n is a natural number, has
no non-trivial solution a, b, c ∈ Z such that abc ̸= 0 for n ≥ 3.

Stated by the magistrate Pierre de Fermat in 1637, the theorem had been an
open problem for centuries until the German Mathematician Gerhard Frey had a
great intuition in 1986. For the first time, he realized that there was a connection
between elliptic curves and FLT. The proof proceeds by contradiction. Assuming
that there exists a prime number p ≥ 5 and three integers a, b, c, not all zero, such
that ap + bp = cp and (a, b, c) = 1, we can build the associated Frey’s elliptic curve

Eap,bp,cp : y
2 = x(x− ap)(x− bp).

This curve is semistable and hence it is modular by Wiles’s theorem. Therefore,
there exists a new form f ∈ S2(Γ1(N), χ), a prime number ℓ and a prime λ|ℓ of Kf

such that ρE,ℓ ∼ ρf,λ. By a theorem of Ribet (Theorem 4.7.5 in this thesis) there
exists a newform g ∈ S2(Γ0(2)) such that the reductions mod ℓ of the associated
representation satisfies ρ̄g,ℓ ∼ ρ̄f,λ ∼ ρ̄E,ℓ. However, it is known that the dimension
of S2(Γ0(2)) as C-vector space is 0. Therefore, there can’t exist such a form g and
we are led to a contradiction, finally proving FLT.

As we already said, at the base of the proof of Wiles’s theorem there is deformation
theory, which is the subject of this thesis. It studies all the possible ‘deformations’
of a fixed continuous residual representation

ρ̄ : Π GLN(k),
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where Π is a profinite group, k a finite field and N a positive natural number. By
deformation of ρ̄ we denote a continuous representation ρ : Π −→ GLN(A), where A
is a coefficient ring, i.e. a complete local Noetherian ring with residue field k, such
that the diagram

Π GLN(A)

GLN(k)

ρ

ρ̄ π

commutes (π : GLN(A) −→ GLN(k) being the morphism induced by the canonical
projection A → k). Denoting by C the category of coefficients rings, whose mor-
phisms are local ring homomorphisms which induce the identity map on k, we can
define the deformation functor

Dρ̄ : C Sets

A {deformations of ρ̄ to A}.

Mazur–Ramakrishna’s theorem states that under certain hypothesis the deforma-
tion functor is representable, namely there exists a coefficient ring R such that
Dρ̄ ≃ Hom(R,−). This is an application of Schlessinger’s theorem, which estab-
lishes the conditions that a set-valued functor on C must satisfy to be representable.
The isomorphism of functors Dρ̄ ≃ Hom(R,−) leads to the existence of a deforma-
tion ρR : Π −→ GLN(R), which parametrizes all the others. It means that for every
coefficient ring A and every deformation ρ : Π −→ GLN(A) there exists a unique
morphism f : R −→ A such that ρ = f ◦ ρR. Because of this universal property, we
call R the universal coefficient ring and ρR the universal deformation of ρ̄.

In the context of Wiles’s proof, we consider deformations of a residual Galois
representation ρ0 : GQ −→ GLN(k), which we ask to satisfy certain conditions. For
every finite set of primes Σ disjoint from the finite set S of primes at which ρ0 ram-
ifies, we look for all those deformations that have roughly speaking the ‘same’ local
properties of ρ0, obtaining a subfunctor DΣ ⊆ Dρ0 . Moreover, restricting to the mod-
ular deformations of type DΣ, we get another sub-functor DΣ,mod ⊆ DΣ ⊆ Dρ0 . Both
DΣ,mod and DΣ are representable. Let us denote by TD, RD their respective universal
coefficient rings and ρΣ, ρΣ,mod their respective universal deformations. A numerical
criterion (see Section 4.4) establishes that the unique morphism ϕD : RD −→ TD,
such that ρΣ,mod = ϕD ◦ ρΣ, is indeed an isomorphism. For the univeral property,
once again, it follows that all the deformations of type DΣ are modular. Taylor’s
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contribution was fundamental in the proof of this criterion.

The connection with modularity theorem follows straightforward. Indeed, if there
exists a prime number ℓ such that ρ̄E,ℓ is both modular and irreducible then ρ̄E,ℓ sat-
isfies all the conditions required for ρ0. Moreover, the deformation ρE,ℓ is of type
DΣ and hence, for the paragraph above, it is modular. We can conclude, thanks to
the definition of modular elliptic curve, that E is modular. It is left to prove that
such ℓ always exists. However, one at least one between ρ̄E,3 and ρ̄E,5 is irreducible
(see Theorem 4.3.17). In both cases, we can conclude by Laglands-Tunnel Theorem
4.3.16 and Theorem 4.3.18 respectively that they are also modular.

Wiles and Taylor accomplished one of the greatest result ever: the solution of
a theorem that had been challenging mathematicians of all times and all over the
world. However, Wiles didn’t receive the Fields Medal. The story tells that when, in
1993 and at the age of 40 years old, he first announced the solution to the mathemat-
ical community, the U.S. Nicholas Katz found an error in Wiles’s argument. Sadly,
by the time Wiles’s corrected the error, he had already turned 41. The Fields Medal
committee decided to stick to the established age limit: 40 years old. However, few
years later they granted him with a one-time special honor, a silver plaque.

Content of this thesis

The first chapter lays the foundations introducing basic definitions of algebraic num-
ber theory. We will firstly introduce the notions of absolute value over a field, its
associated valuation and the completion of a field with respect to an absolute value.
We will, then, move our attention to projective (or inverse) limits and profinite
groups, setting the basis for the study of the properties of Galois groups, focusing on
infinite Galois extensions. Indeed, we will show how Galois groups can be naturally
endowed with a topology, the Krull topology which makes them into profinite groups,
and how the Galois correspondence can be extended to infinite field extensions. Fur-
thermore, we will focus on the absolute Galois group of Q providing a detailed study
on its ‘local’ behaviour, which we will lead us to the definition of maximal extension
of Q unramified outside a set of primes. We will, then, introduce the concept of
Galois representations and some of their basic properties. To conclude the chapter,
we will, at last, recall some properties of local fields, which we’ll be very useful in
the last chapter.
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The second chapter aims to introduce the notion of deformation of representa-
tions of profinite groups, with a particular focus on Galois representations. We’ll
start by laying the necessary basis introducing the category of coefficient rings and
residual representations. This will be followed by a detailed exploration of the defor-
mation functor. Finally, we will discuss the key result of this chapter: Schlessinger’s
theorem, which establishes the conditions under which a set valued functor on the
category of coefficient rings is representable, leading to the definition of the Univer-
sal Deformation Ring. We will need some categorical tools, such that fiber products
and the functorial interpretation of the Zariski tangent space of a coefficient ring.
Morever, an important role will be played by the so called Mayer-Vietoris property,
which is based on the universality of fiber products. Once the deformation functor
is shown to be representable, we will introduce the notion of Univesal Deformation,
which intuitively can be seen as the most ‘general’ deformation from which all the
others can be derived via ring homomorphisms. We will explore the existence of
such a universal object and study its properties in detail. At the end we will state
Mazur–Ramakrishna’s theorem, which is an application of Schlessinger’s theorem to
the deformation functor. We will give a detailed proof, splitting it in different steps
and stating some technical lemmas.

The third chapter shifts its focus to exploring the Universal Deformation Ring of
Galois representations. Moreover, we will examine how deformation theory interacts
with cohomological properties of representations of profinite groups. A significant
part of this chapter will be devoted to the study of the tangent space of the defor-
mation functor and its relations to the cohomology groups associated with Galois
representations. These connections will allow us to analyze the space of deformations
from a more geometric perspective, providing a deeper understanding of both local
and global aspects of Galois representations. Furthermore, we will define and ana-
lyze obstructed and unobstructed deformations problems, giving a characterization
in terms of the dimensions of cohomology groups. The main result will be Boston’s
theorem, which states that under certain conditions the universal deformation ring of
a Galois residual representation is isomorphic to Zp[[T1, T2, T3]], i.e. a formal power
series in three variables.

The fourth and final chapter is devoted to the most significant applications of
deformation theory. We will start from recalling some definitions and constructions
about modular forms, such that congruence subgroups and modular forms, oldforms
and newforms. We will explicitly build Galois representations attached to a newform,
which will be at the base of the modularity theorem. We will then introduce many
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equivalent definitions of modularity. In order, we’ll define a modular elliptic curve
in terms of modular curves, modular forms and Galois representations. We’ll state
Wiles’s theorem and give a sketch of its proof. In particular, we will state the
numerical criterion and focus on the deformation conditions that make the subfunctor
DΣ representable for every set of primes Σ. Moreover, we will give a construction
of the modular universal ring TD. Finally, we’ll sketch the proof of Fermat’s Last
Theorem via Frey’s curves.



Chapter 1

Galois groups and their
representations

In this first chapter we are going to introduce the main objects of this thesis and give
some of their basic properties. We will start by introducing valuations on a field,
their attached absolute values and completions of fields.

Secondly, we will deal with projective limits and profinite groups since they play
a fundamental role in the definition of a topology for infinite Galois groups. Indeed,
we will show how the classical Galois correspondence can be extended to arbitrary
extensions endowing Galois groups with a topology, called the Krull topology.

We will then study the absolute Galois group of Q and its local structure, which
will help us to better understand the whole group. Fixed a prime p and considered
the completion of Q with respect to p, Qp, we will define the inertia subgroup
Ip ⊆ GQp of the absolute Galois group of Qp. Then, for a finite set of primes S, we
will introduce the maximal extension of Q unramified outside S and we will denote
it by QS.

Finally, we will introduce Galois representations, i.e. representations of the ab-
solute Galois group of Q or Gal(QS/Q): their deformations will be the main topic
of this thesis

1.1 Absolute values, complete fields and valua-

tions

In this first section K will denote a field and we will follow the structure of [9,
Chapter 7].

1



2 1. Galois groups and their representations

1.1.1 Absolute values and completion of a field

Definition 1.1.1. An absolute value on K is a function

| · | : K R

such that:

1. | x |= 0 ⇐⇒ x = 0;

2. | x |≥ 0;

3. | xy |=| x || y |;

4. | x+ y |≤| x | + | y |.

We can define a metric on K associated with an absolute value, making therefore
K into a topological space.

Definition 1.1.2. A metric d associated with an absolute value | · | is a function

d : K ×K R

(x, y) | x− y | .

Definition 1.1.3. Two absolute values on K are equivalent if they define the same
topology on K.

Absolute values can be classified into two different types.

Definition 1.1.4. An absolute value in called non-Archimedean if

| x+ y |≤ max{| x |, | y |} ∀x, y ∈ K.

Otherwise the absolute value is called Archimedean.

We, now, introduce the notion of completeness of K with respect to an absolute
value | · |.

Definition 1.1.5. Let | · | be an absolute value on K, a sequence {an}n∈N in K is
called a Cauchy-sequence if for all ϵ > 0, there exists N ∈ N+ such that

n,m ≥ N =⇒ | an − am |< ϵ.

.
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Definition 1.1.6. Let | · | be an absolute value and let d the metric associated with
it. We say that K is a complete field with respect to the metric d if every Cauchy
sequences {an}n∈N in K converges to an element a ∈ K, i.e. :

lim
n→∞

d(an, a) = 0.

The next step is to embed any field endowed with an absolute value in a complete
field. The following theorem ensures that this is possible.

Theorem 1.1.7. Let K be a field and | · | be an absolute value on it. Then there
exists a unique, up to K-isomorphism, complete field K̂ with an absolute value | · |K̂
such that K is embedded in K̂ as a dense subfield and the absolute value on K is a
restriction of the absolute value on K̂.

Definition 1.1.8. The field K̂ is called the completion of K with respect to the
absolute value | · |.

1.1.2 Valuations

Before giving the definition of a valuation we must introduce the new symbol∞ and
state that for all a ∈ K, a <∞, a+∞ =∞ and∞+∞ =∞. Set this conventions,
we are ready to give the following definition.

Definition 1.1.9. A valuation on K is a function

v : K R ∪ {∞}

such that for all x, y ∈ K :

1. v(x) =∞ ⇐⇒ x = 0;

2. v(xy) = v(x) + v(y);

3. v(x+ y) ≥ min{v(x), v(y)}.

An equivalence class of valuations on K is also called a place of K.

Definition 1.1.10. A valuation v on K is called discrete if v(K∗) = sZ for a real
s > 0. Moreover v is normalized if s = 1.

The following theorem shows that there is a connection between non-Archimedean
absolute values on K and valuations.
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Theorem 1.1.11. Let | · | be an non-Archimedean absolute value on K, s ∈ R>0,
then the function

vs : K −→ R ∪ {∞}

x 7−→

{
−s · log | x | x ̸= 0

∞ x = 0

is a valuation on K. Viceversa, if v is a valuation on K, q ∈ R, q > 1, then the
function :

| · |q: K −→ R

x 7−→

{
q−v(x) x ̸= 0

0 x = 0

is an non-Archimedean absolute value on K.

We have the following result.

Theorem 1.1.12. Let K be a field, v a valuation on K and | · | the correspondent
non-Archimedean absolute value defined in the theorem above. Then we have:

1. O := {x ∈ K : v(x) ≥ 0} = {x ∈ K : | x |≤ 1} is an integral domain and a
maximal proper subring1of K called valuation ring. Moreover, if x ̸= 0 then
either x ∈ O or x−1 ∈ O.

2. The set O∗ = {x ∈ K : v(x) = 0} = {x ∈ K : | x |= 1} is the group of units of
O.

3. mv = O\O∗ = {x ∈ K : v(x) > 0} = {x ∈ K : | x |< 1} is the unique maximal
ideal of O, in particular O is a local ring.

Definition 1.1.13. The field fv = O/mv is called the residue field of O.

We are now ready to give the following definition.

Definition 1.1.14. A local field is a complete field with respect to the absolute value
induced by a discrete valuation and whose residue field is finite.

Remark 1.1.15. When the valuation is discrete and normalized the valuation ring
is called discrete valuation ring denoting it by DVR. One can check that a DVR
satisfies any of the following equivalent conditions [1, Chapter 9].

1Let R be a ring and let S ⊂ R be a proper subring of R. Then S is maximal if there are no
proper subrings between S and R.
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• It is a local principal ideal domain and not a field;

• it is a local Dedekind domain and not a field;

• it is a Noetherian local domain whose maximal ideal is principal and not a
field;

• it is an integrally closed Noetherian local ring with Krull dimension one;

• it is a principal ideal domain with only one non-zero prime ideal, whose gener-
ator is called uniformazing parameter or uniformizer.

To clarify the ideas let us consider the two following examples.

Example 1.1.16. Let F be a number field, let P be a prime of F lying over the
prime p ∈ Z and consider the non-Archimedean absolute value

| · |P : F R

x p− ordP (x),

where ordP(x) is the exponent of P in the factorization of xOF in the ring of integers
OF of F . Note that ordP(x) can be also negative in case xOF is a fractional ideal.
We call | · |P the P-adic absolute value. Using Theorem 1.1.11, it is easy to see that
the valuation, call it vP , associated with | · |P is just the function mapping x ∈ F to
ordP(x) and 0 to ∞.

We denote FP the completion of F with respect to the P-adic absolute value and
OP the discrete valuation ring. Thanks to Theorem 1.1.7, we know that there is an
embedding of F into FP . One can check that, if we denote by mP the maximal ideal
of OP , then the residue field fP = OP/mP is finite and so FP is what is called a local
field.

Example 1.1.17. Considering the previous example for F = Q and P = p a prime
number, then we get the p-adic completion of Q, that we denote Qp and call the
field of p-adic numbers. Then the discrete valuation ring of Qp, which we denote by
Zp, is called the ring of p-adic numbers. Note that Zp is the completion of Z with
respect to the p-adic metric. Moreover, in this case, mp = pZp and the residue field
fp = Zp/pZp is isomorphic to Fp, i.e. the finite field of p elements.

Considering the examples above, one could wonder if all the non-Archimedean
absolute value on a number field F are of the form | · |P for some prime P of K.
The answer is the following theorem by Ostrowski [9, Theorem 7.12] .
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Theorem 1.1.18. Let F be a number field. Each non trivial non-Archimedean
absolute value on F is equivalent to a P-adic absolute value for a unique prime P
of F . Moreover, every Archimedean absolute value on F is equivalent to an absolute
value coming from a real or complex embedding F .

Remark 1.1.19. Let σ : F ↪→ R be an embedding of F as in the theorem above.
Then for very x ∈ F , we define | x |∞=| σ(x) |R, where | · |R denotes the euclidean
absolute value on R. The same construction hold replacing R with C.

Let us now give two last important results about valuation.

Theorem 1.1.20. Let K be a complete field with respect to an absolute value | · |K
and let L/K be an algebraic extension. Then

• there exists a unique absolute value | · |L on L whose restriction to K is | · |K;

• if [L : K] = n <∞ and x ∈ L then | x |L=| NL/K(x) |1/nK , where NL/K denotes
the norm2 of α;

• assume that | · |K is non-archimedean with valuation ring OK. The valuation
ring OL of | · |L is the integral closure of OK in L.

Theorem 1.1.21. Let K be a complete field with respect to a discrete valuation
and let L/K be a finite separable extension. Then L is complete with respect to the
extension of | · |K on L.

1.2 Projective limits and profinite groups

Projective limits generalize the operation of intersection. In order to define them
we need to give some auxiliary definitions following [6, Subsection 2.1.2] and [5,
Complements to Lecture 1].

Definition 1.2.1. A directed set is a pair (I,≤) where I is a set such that I ̸= ∅ and
≤ is a pre-order, which is a reflexive and transitive binary relation with the property
that every pair of elements has an upper bound, i.e. given i, j ∈ I there exists k ∈ I
such that i ≤ k and j ≤ k.

2If K is a field and L is a finite extension of K, then the field L is a finite dimensional K-vector
space. Then if α ∈ L, the multiplication mapmα : L −→ L, x 7−→ α·x, is aK-linear transformation.
The norm NL/K(α) is defined as the determinant of this linear transformation.
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Definition 1.2.2. A projective (or inverse) system of sets over (I,≤) is a family
{Xi, fi,j : i, j ∈ I, i ≤ j}, where the Xi are sets and fi,j : Xj −→ Xi are maps such
that

1. fi,i = idXi
;

2. fi,k = fi,j ◦ fj,k.

Definition 1.2.3. Let {Xi, fi,j} be a projective system over (I,≤), the projective
(or inverse) limit of {Xi, fi,j} is :

lim←−
i∈I

Xi := {(xi)i∈I : fi,j(xj) = xi ∀i ≤ j}.

Remark 1.2.4. If the sets Xi have some structure (e.g. if they are groups, rings,
modules, topological spaces, ...) we ask the transition maps fi,j to respect this
structure. In this case the inverse limit lim←−

i∈I
Xi inherits that structure.

Consider, for example, a projective system of topological spaces, {Xi, fi,j}, we can

define on lim←−
i∈I

Xi the subspace topology induced by the product topology on
∏
i∈I

Xi. If,

instead, {Gi, fi,j} is a projective system of groups then lim←−
i∈I

Gi has a group structure

with the component wise multiplication.

The following result holds.

Proposition 1.2.5. Let {Xi, fi,j} be a projective system of not empty, Hausdorff
and compact topological spaces on (I,≤), then X = lim←−

i∈I
Xi is not empty, Hausdorff

and compact.

Indeed, in most of the cases we will be working with finite groups Gi equipped
with the discrete topology which makes them Haussdorf and compact spaces. So,
thanks to the proposition above lim←−

i∈I
Gi is Haussdorf and compact.

We are now ready to give the definition of profinite group.

Definition 1.2.6. A profinite group is a Hausdorff, compact and totally disconnected
topological group.

Remark 1.2.7. It is not difficult to check that in a profinite group, a subgroup is open
if and only if it is closed and of finite index.
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The following proposition gives a correspondence between profinite groups and
inverse limits.

Proposition 1.2.8. Let G be a profinite group. There is an isomorphism (which is
also an homeomorphism)

G ≃ lim←−
N

G/N ,

where N runs through all open normal subgroups of G. Viceversa, let {Gi, fi,j} a
projective system of finite groups, then G := lim←−

i

Gi is a profinite group.

It follows from this proposition that one can give an alternative definition of
profinite group.

Definition 1.2.9. A profinite group is a topological group that is isomorphic to the
inverse limit of an inverse system of discrete finite groups.

The following theorem gives a further characterization of profinite groups.

Theorem 1.2.10. Let G be a Hausdorff and compact topological group. The follow-
ing conditions are equivalent.

1. G is profinite;

2. G has a set of open normal subgroups which is a full system of neighborhood of
the identity.

We can now give the following important example.

Example 1.2.11. In the previous section we introduced the definition of p-adic in-
tegers, seen as the completion of Z with respect to the p-adic metric, i.e. Zp = {x ∈
Qp :| x |p≤ 1}. It is easy to prove that

1. in Qp any open ball is also closed and viceversa. A quite immediate consequence
is that Qp with the p-adic metric is totally disconnected. This makes Zp a totally
disconnected space as well since it is a subspace of Qp;

2. Zp is compact: this is a generalization of Heine-Borel theorem for metric spaces,
which states that a subspace of a metric space is compact if and only if it is
closed and totally bounded;

3. Qp is Hausdorff since it is a metric space. Hence, Zp is Haussdorf because it
is a subspace of Qp.
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Finally, these properties show that Zp is a profinite ring and by Proposition 1.2.8 we
have

Zp ≃ lim←−
n

Zp/(p
nZp) ≃ lim←−

n

Z/pnZ

since, as n varies in N, pnZp = {x ∈ Qp : | x |p< n + 1} are all the open normal
subgroups of Zp.

To complete the basic definitions attached to profinite groups we can give the
following ones.

Definition 1.2.12. Let G be a profinite group. The order of G is a supernatural
number3 defined in the following equivalent ways :

• it is the lcm (in the supernatural number sense) of the orders of all finite groups
in some choice of inverse system of finite discrete groups whose inverse limit is
G;

• it is the lcm of the orders of all finite groups arising as quotients of G by some
open normal subgroup of it.

Definition 1.2.13. Let G be a profinite group and let H be a closed subgroup of
G. Then the index of H in G can be defined in the following equivalent ways:

• it is the lcm (lowest common multiple) of the indexes [G/U : HU/U ] where U
varies over the open normal subgroups of G;

• it is the lcm of the indexes [G : V ] where V ranges over the open normal
subgroups of G containing H.

Definition 1.2.14. Let G be a profinite group and p a prime number. A p-Sylow
subgroup of G is a closed subgroup H of G such that the order (in the sense of
profinite groups) is a power of p and its index (in the sense of profinite group) is
relatively prime to p.

3A supernatural number is defined as a formal product
∏
p

pnp , where p runs over all the prime

numbers and each np is either 0, a natural number or ∞. Then, if m and n are the supernatural

numbers lcm(m,n) =
∏
p

pmax{mp,np}. If either mp or np is ∞ then the max between them is ∞.
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1.3 Infinite Galois extensions

For references see [5, Chapter 1] and [4, Chapter 9].

Definition 1.3.1. Let L/K be a field extension. We say that L/K is a Galois
extension if it is normal and separable.

Let K be a field and K̄ a fixed algebraic closure of K. If we assume that K̄/K
is separable, then it is a Galois extension, called absolute Galois extension of K and
denoting its Galois group by

GK = {σ : K̄ → K̄ : σ is an automorphism and σ(x) = x ∀x ∈ K}.

Since this group is usually infinite, the Galois correspondence for finite extensions
which matches subgroups of the Galois group with subextensions doesn’t work and
must be generalized to infinite extensions. A solution for this problem is to introduce
a topology on infinite Galois groups and then formulate the Galois correspondence
in terms of closed subgroups.

1.3.1 Krull topology

Let L/K be a Galois extension, not necessarily finite. For very σ ∈ Gal(L/K) let us
define the following fundamental system of neighborhoods of σ

{Uσ(K
′) = σGal(L/K ′) : K ⊆ K ′ ⊆ L and K ′/K finite and Galois}.

The set of neighborhoods of σ is then

NGal(L/K)(σ) = {H ⊂ Gal(L/K) : H ⊃ Uσ(K
′) for some K ′}.

In this way we put a topology on Gal(L/K) called the Krull topology. It is clear that
this topology reduces to the discrete one when the field extension L/K is finite.
Equipped with the Krull topology Gal(L/K) becomes a topological group since the
group operations

◦ : Gal(L/K)×Gal(L/K) Gal(L/K)

(σ, τ) σ ◦ τ

Gal(L/K) Gal(L/K)

σ σ−1
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are continuous.

The Krull topology makes Gal(L/K) into a compact, totally disconnected, Haus-
dorff space, i.e. a profinite group. It can be shown that Gal(L/K) is the inverse
limit of the projective system of the quotients of Gal(L/K) by its normal open sub-
groups, i.e.

{Gal(K ′/K) : K ⊆ K ′ ⊆ L,K ′/K is finite and Galois},

where, whenever we have two finite subextensions K ′ ⊆ K ′′ of L/K, we consider the
homomorphism

Gal(K ′′/K) Gal(K ′/K)

given by the restriction.
Hence

Gal(L/K) = lim←−
K′/K

Gal(K ′/K).

Therefore Gal(L/K) inherits the profinite topology, which can be proved to agree
with the Krull topology introduced above.

The introduction of a topology on Gal(L/K) let us extend the Galois correspon-
dence for arbitrary field extensions.

Theorem 1.3.2. Let L/K be a Galois extension (finite or infinite), then the map

K ′ Gal(L/K ′)

defines a bijective inclusion-reversing correspondence between subextensions K ′/K
and closed subgroups of Gal(L/K). The inverse correspondence is given by

H LH ,

where LH denotes the subfield of L consisting of those elements which are fixed by
every element of H. In particular, the open subgroups, i.e. the closed subgroups
of finite index, correspond to the finite subextensions. Moreover, H is a normal
subgroup of Gal(L/K) if and only if the extension LH/K is Galois.
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1.4 The absolute Galois group of Q

1.4.1 Local structure of GQ

In this section we will analyze the absolute Galois group of the rational numbers
studying its ”local structure”, i.e. considering the p-adic completion Qp of Q for
each prime number p and studying the relations between Q and Qp.

Indeed, for each prime number p there is a canonical inclusion of Q into Qp, but
there are many ways to include Q̄ into Q̄p. Let us call i : Q̄ ↪→ Q̄p a fixed inclusion
map. Depending on the choice of the inclusion map, we get an embedding of GQp

into GQ, defined my the map

Θp : GQp GQ

σ σ ◦ i.

Indeed, since Q̄ is dense in Q̄p, Θp is injective and we can then see GQp as contained
in GQ by the identification

GQp ≃ Θp(GQp) ⊆ GQ.

The image of GQp through Θp is called a decomposition group at p. Identifying GQp

with its image in GQ we have to keep in mind that its image is determined up to
conjugation by the inclusion of Q̄ into Q̄p that we chose.

We’ll mainly study the unramified field extensions of Qp, recalling firstly the
following definition and theorem.

Definition 1.4.1. An extension L/K of local fields is said to be unramified if [L :
K] = [l : k], with l = OL/πL and k = OK/πK , where OL and OK are the valuation
rings of L and K respectively and πL, πK are uniformizers of L and K. That is
equivalent to say that πK is inert in L, i.e. it doesn’t ramify in L (the ramification
index e = vL(πK) = 1, which means that πK is also a uniformizing element of L).

Theorem 1.4.2. Fix a local field K with perfect residue field k. Then there is an
equivalence of categories between the extensions of k and the unramified extensions
of K.

Therefore, if we consider the finite unramified extensions of Qp, these are in 1-1
correspondence with finite extensions of Fp thanks to the theorem above. However,
Fp has a unique extension of degree n for every n ∈ N, namely the splitting field
of xp

n − x. It follows that Qp has a unique unramified extension of degree n for



1.4. The absolute Galois group of Q 13

each n, obtained as the splitting field of xp
n − x, i.e. by adjoining the (pn − 1)-st

roots of unity contained in Q̄p. Moreover, the maximal unramified extension Qur
p of

Qp corresponds to the algebraic closure of Fp, and so is obtained by adjoining the
pn−1-th roots of unity for all n.

It follows that there is an isomorphsism

Gal(Qur
p /Qp) ≃ GFp .

Thanks to this isomorphism we can consider the projection map

GQp GQp/Gal(Q̄p/Q
ur
p ) ≃ Gal(Qur

p /Qp) ≃ GFp ,

which clearly gives a surjective homomorphism. The kernel of this map is called the
inertia group at p and we denote it by Ip. Then, if we consider an arbitrary extension
K of Qp, we have the correspondent surjective homomorphism GQp −→ Gal(K/Qp)
and the extension is called unramified if the image of Ip under this map is trivial,
i.e. K in contained in Qur

p .

Moreover, considering the following chain of inclusions of groups, defined up to con-
jugation,

Ip ⊆ GQp ⊆ GQ,

we say that a Galois extension K/Q is unramified at p when the image of the intertia
subgrouos Ip through the surjective homomorphism GQ −→ Gal(K/Q) is trivial.

The following theorem describes how ramification works for number fields.

Theorem 1.4.3. If K/Q is a finite extension, then K is ramified at finitely many
primes. Every non trivial extension of Q is ramified at at least one prime.

1.4.2 Extensions of Q unramified outside a finite set of primes

Let S be a finite set of primes including the prime at infinity and let us consider
all the algebraic extensions of Q unramified outside S. If we compose all these
extensions together we obtain the maximal extension of Q unramified outside S,
that we denote by QS and whose Galois group GQ,S = Gal(QS/Q) is a quotient of
GQ by a closed subgroup. Since the property of being profinite is preserved under
taking quotients by closed subgroups, GQ,S has a profinite structure. The same exact
definition can be given for a number field K and a finite set of primes of K including
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all the archimedean ones, obtaining the Galois group GK,S, which is again a profinite
group.

An important result for the Galois group GK,S is the Hermite-Minkowski theorem.

Theorem 1.4.4 (Hermite-Minkowski). Let K be a finite extension of Q, let S be a
finite set of primes and let d be a positive integer. Then there are only finitely many
extensions F/K of degree d which are unramified outside S.

A natural consequence of this theorem is that if we consider any open subgroup
H of GK,S of finite index, the set Homcont(H,Fp) is finite. Indeed, every such H
corresponds to some finite extension K ′/K unramified outside S and so the index-p
open subgroups of H correspond to certain degree-p extension of K ′ unramified away
from the places of K ′ above S (note that for every f ∈ Homcont(H,Fp) such that
f ̸= 0 we have H/ ker(f) ≃ Fp and then ker(f) must be a index-p open subgroup
of H). We can then conclude thanks to Hermite-Minkowski theorem, which tells us
that there are only finitely many extensions of K ′ of degree p unramified outside
S. This properties is called the p-finiteness condition and can be formulated in the
following way.

Definition 1.4.5. Fix a prime number p, a profinite group Π is said to satisfy the
finiteness condition Φp if for very open subgroup Π0 ⊆ Π of finite order, the following
equivalent conditions hold.

1. There are only finitely many continuous homomorphisms from Π0 to Fp;

2. the pro-p completion of Π0 is topologically finitely generated4;

3. the abelianized pro-p completion of Π0, given its natural Zp module structure,
is of finite type over Zp;

where the pro-p completion of Π0 is :

Π
(p)
0 = lim←−

N

(Π0/N).

where N runs over all normal closed subgroups whose index is a power of p.

We can then transfer the local structure of GQ to GQ,S, getting for each prime
p a homomorphism ϕp : GQp −→ GQ,S which is just the composition of the map
Θp : GQp −→ GQ of the previous section with the projection map from GQ to GQ,S.

4If G is a topological group and S is a subset of G, we say that S topologically generates G if
the closure of the subgroup generated by S coincides with G.



1.4. The absolute Galois group of Q 15

It follows directly from the definition of GQ,S that when the prime p ̸∈ S then the
image of the inertia subgroup at Ip is trivial, and so the map ϕp can factor through
GQp/Ip. There is a very difficult conjecture to prove, which says that

• if p ̸∈ S then the kernel of ϕp is exactly Ip;

• if p ∈ S then ϕp is an inclusion.

The main reason why we want to carry the local structure over GQ,S is that very
little is known about the topological structure of GQ,S. In particular, we don’t know
anything about the topological finite generation of GQ,S. We know, instead, that for
each prime p the Galois group GF̄p

is topologically finitely generated the Frobenius
automorphism

φp : F̄p F̄p

x xp

and that there is an isomorphism

GQp/Ip ≃ GF̄p
.

We then call any lift of φp to GQp a Frobenius automorphism, which is determined
up to its class in GQp/Ip, i.e. up to conjugacy of an element in Ip.
Moreover, when p ̸∈ S, the image of the inertia group Ip is trivial and so there is a
well defined Frobenius element in GQ,S, which generates the image of ϕp.

All this theory can be formulated exactly in the same way considering a number
field K instead of Q, a set of places S of K and considering the completion Kv of K,
where v is a valuation on K. Then, as above, there is a continuous homomorphism

ϕv : GKv GK,S.

Then, if v ̸∈ S, ϕv factors through the quotient GKv/Iv. Moreover, if we call kv
the residue field of the valuation ring of Kv and k̄v the residue field of the valuation
ring of K̄v, then there is an isomorphism

GKv/Iv ≃ Gkv = Gal(k̄v/kv).

As well as GFp , Gkv is topologically generated by the Forbenius automorphism

ϕv : k̄v k̄v

x x|kv |.

As above we can conclude that if v ̸∈ S then there is a well defined Frobenius element
in GK,S, which generates the image of ϕv.
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1.5 Galois representations

1.5.1 Why studying Galois representaions?

Galois representations are a very important tool in algebraic number theory. We’ll
mostly need them for the study of elliptic curves and modular forms, showing first
of all,in Subsection 4.1.3, how Galois representations attached to these objects are
built. Moreover, in the last chapter, we’ll use these representations to define the
concept of modular elliptic curve. Roughly speaking, we’ll say that an elliptic curve
E defined over Q is modular if there exists a newform f ∈ S2(Γ1(N), χ) f weight
2 such that the representations attached to E and f agree. We’ll state, then the
modularity theorem 4.2.1, which asserts that every elliptic over Q is modular. Once
given a sketch of the proof and proceeding by contradiction, we’ll arrive at a solution
of Fermat’s Last Theorem. An important role will be played by Ribet’s theorem
4.7.5, which, once again, relies on Galois representation.

The strength of representation theory is clear. Between 1993 and 1994, Andrew
Wiles, using Galois representations, managed to solve one of the most difficult prob-
lem ever: Fermat’s Last Theorem. Helped by the intuitions of many mathematicians,
like Frey, Ribet and Taylor, Wiles’s work marked the end of an era for algebraic num-
ber theory and showed to the mathematical community the great connection between
arithmetic problems and Representation Theory.

1.5.2 Formal definitions

Consistently with Group representation theory, we can give the following definition
of a Galois representation, following the work of [6, Chpater 2].

Definition 1.5.1. Let L/K be a Galois extension of fields. A Galois representation
attached to L/K is a representation of the Galois group Gal(L/K), i.e. a vector
space V over a field F and a group homomorphism

ρ : Gal(L/K) Aut(V ),

where Aut(V ) is the group of automorphisms of V . Moreover if V is a topological
space we say that the Galois representation is continuous if ρ is continuous, endowing
Gal(L/K) with the Krull topology.

Definition 1.5.2. Let V be a vector space over a field F and ρ its associated Galis
representation as in the definition above. Then
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• if F = C, ρ is called Artin representation;

• if F is a finite extension of Qp for some p, then ρ is called p-adic Gaòois
representation.

Remark 1.5.3. Let n ∈ N>0 and consider an n-dimensional vector space V over a
field K. Then we can fix a base of the space such that Aut(V ) ≃ GLn(K), where
GLn(K) is the group of the n-dimensional invertible matrices with entries in K.

The most natural choice would be to let V be either an algebraic extension of
the finite field Fp or the field of complex numbers C. However, these representations
are not really interesting since their image is finite. More precisely, in both cases the
continuity of ρ forces the map to factor through a finite subextensions F ⊆ L of K.
For this reason, later on we will often set F = Qp or finite extensions of it. This
choice allows the image of ρ not to be finite thanks to the profinite topology carried
by Qp.

Definition 1.5.4. Let n be a positive inter and l a prime number. A n dimensional
l-adic Galois representation is a continuous homomorphism

ρ : GQ,S GLn(L),

where L is a finite extension of the l-adic completion of Ql.

Example 1.5.5. An important example of Galois representation is the mod N-
Dirichlet character, a group homomorphism χN : Gal(Q(ζN)) −→ C∗ ≃ Aut(C),
where ζN is a primitive N-th root of unity. Since Gal(Q(ζN)) ≃ (Z/NZ)∗, then χN

can be seen as an homomorphism of groups from (Z/NZ)∗ to C∗. It can be extended
to all Z defining χ(n) = 0 for every n ∈ Z such that gcd(n,N) > 1 and naturally
χ(n) = χN(n) for all n ∈ Z such that gcd(n,N) = 1.

Example 1.5.6. Another important example of Galois representation is the p-adic
cyclotomic character, where p is a fixed prime number. The roots of unity µpn = {ζ ∈
Q̄∗ : ζp

n
= 1} form a cyclic group of order pn, generated by any choice of a primitive

pn-th root of unity. Since all the primitive roots in µpn are Galois-conjugate, the
Galois group GQ acts on µpn by automorphisms. After fixing a primitive root of
unity ζpn, any other primitive element of µpn can be written as a power of ζpn, where
the exponent is a unique element in (Z/pnZ)∗. We can then express the action of
GQ on µpn in the following way

σ · ζpn := σ(ζpn) = ζ
a(σ,n)
pn
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where a(σ, n) ∈ (Z/pnZ)∗ is the unique element as above, depending on p and σ.
This defines a group homomorphism called the pn-th cyclotomic character:

χpn : GQ (Z/pnZ)∗

σ a(σ, n),

Fixing σ and varying n ∈ N, the a(σ, n) form a compatible system in the sense that
they give an element of the inverse limit lim←−

n

(Z/pnZ)∗ ≃ Z∗
p. Thus the χpn assemble

to a continuous group homomorphism called the p-adic cyclotomic character:

χp : GQ Z∗
p

σ (a(σ, n))n.

Motivated by the definition of the cyclotomic character ξp : GQ −→ Zp, we can
modify a bit the definition of Galois representation.

Definition 1.5.7. Let S be a finite set of primes and A some tpological ring. A
Galois representation of rank n ∈ N>0, defined over A and unramified outside S, is
a continuous group homomorphism

ρ : GQ,S GLn(A),

where we endow GQ,S with the profinite topology and GLn(A) with the subspace
topology of Ad2 .

Moreover, we say that two Galois representations ρ1 and ρ2 are equivalent if there
exists a matrix P ∈ GLn(A) such that P−1ρ1P = ρ2.

In order to study Galois representations, we need firstly to understand their local
behaviour, i.e. their restrictions to the groups GQp for every prime p.

Remark 1.5.8. By restriction of a Galois representation ρ : GQ,S −→ GLn(A) to the
group GQp we informally mean the pre-composition of ρ with ϕp : GQp −→ GQ,S

defined in Subsection 1.4.2.

In particular, if p ̸∈ S, we saw that ϕp(Ip) = idQS
and then the lift of the

Frobenius element φp (which is unique up to conjugation by Ip) is well defined in
GK,S. Therefore, the image of restriction of ρ to GQp is given by the image of the
Frobenius element φp. Furthermore, we can observe that, set a prime p, if Ip ⊆ ker(ρ)
(meaning that ϕp(Ip) ⊆ ker(ρ)) then the image of the Frobenius element ρ(φp) is well
defined. This motivates the follwing definition.
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Definition 1.5.9. Let ρ : GQ,S −→ GLn(A) be a Galois representation and p a prime
number. Then ρ is said to be unramified at p if Ip ⊆ ker(ρ).

Remark 1.5.10. We can extend the definition of Galois representation to the whole
absolute Galois group GQ, saying again that a Galois representation ρ : GQ −→
GLn(A) is unramified at a prime p if Ip ⊆ ker(ρ), where now Ip is properly a subgroup
of GQ thanks to the inclusion map Θp defined in Subsection 1.4.1.

Remark 1.5.11. It is worth noting that we can give a more general definition of
unramified Galois representation. Let L/K be an extension of number field and
denote by OL and OK the ring of integers of L and K respectively. Then for every
P prime of L, which lies over a prime P of K, the decomposition group of P is
DP = {σ ∈ Gal(L/K) : σ(P) = P}. Then the well defined reduction map DP −→
Gal((OL/P)/(OK/P)) is surjective. The kernel of this map is the inertia group,
which we denote by IP. Recalling that OK/P ≃ Fq for some q prime, then DP/IP ≃
Gal((OL/P)/(OK/P)) ≃ Gal(Fqn/Fq) for some n ∈ N. Finally, we say that a
Galois representation ρ : Gal(L/K) −→ GLn(A) is unramified at the prime P of K
if IP ⊆ ker(ρ) for all primes P above P .

Now if, instead of extensions of number fields we consider Galois extensions of
local fields, since OL and OK are local Dedekind domains, they both have just one
prime ideal which is also maximal, call them mL and mK respectively. Then DmL

coincides with Gal(L/K) because σ(mL) = mL for every σ ∈ Gal(L/K).
Finally we can repeat the construction above for GQ defining in the same way

the decomposition group DP for every prime P of Z̄ over p ∈ Z. We get then that
DP/IP ≃ GFp and we define (up to IP) FrobP as the element in DP whose class in
DP/IP is the one of the Frobenius automophormism of GFp .

Remark 1.5.12. We can give an alternative and equivalent definition of Galois repre-
sentation. If we consider the free A-module An for n ∈ N∗, we can define a continuous
action of GQ,S (or respectively of GQ) on A

n, in the following way

GQ,S × An An

(σ,m) ρ(σ)(m),

where ρ : GQ,S −→ GLn(A) is a representation.
Viceversa, if we are given a finite free A-module M of rank n with a continuous

action of GQ,S we can give a representation by choosing a basis for M .

We can now go a little further. Given a topological group G, a profinite ring A
and a finite free A-module M , together with a continuous action of G on M , there
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is a topological isomorphism
M ≃ lim←−

H

MH ,

where H ⊆ G is a open normal subgroup and MH are the elements of M which are
fixed by every element of H. Moreover, since GQ,S is a profinite group, a subgroup
H of GQ,S is open if and only if it’s closed and of finite index. So if we consider the
finite quotient G′ := GQ,S/H we can define the group ring

A[G′] =
{∑

g∈G′

agg : ag ∈ A ∀g ∈ G′
}

endowed with the following operations:

• addition:
∑
g∈G′

agg +
∑
h∈G′

bhh =
∑
k∈G′

(ak + bk)k;

• multiplication: (
∑
g∈G′

agg)(
∑
h∈G′

bhh) =
∑
k∈G′

ckk, where ck =
∑
gh=k

agbh.

and where the identity element with respect to the multiplication is 1A1G′ and the

set of invertible elements is
{∑

g∈G′

1Ag
}
. We define the completed group ring

A[[GQ,S]] = lim←−
H

A[GQ,S/H].

Thanks to the fact thatM ≃ lim←−
H

MH ,M naturally acquires a structure of A[[GQ,S]]-

module.
Therefore, given a Galois representation

ρ : GQ,S GLn(A),

one can extend it to A[[GQ,S]] getting a continuous homomorphism of A-algebras

ρA : A[[GQ,S]] Mn(A).

Viceversa, since GQ,S is isomorphic to the set of invertible elements of A[[GQ,S]],
the restriction to GQ,S of any such homomorphism of A-algebras gives a Galois
representation.
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1.5.3 Some properties of local fields

In this last part of this introductory chapter we will study a little more local fields
and their properties.

First of all, we could wonder if, given a prime ℓ, the finite extensions of the l-
adic field Ql are complete fields too. In order to answer this question we need some
preliminary results.

Lemma 1.5.13 (Kranser’s lemma). Let K be a field of caharacteristic 0 com-
plete with respect to a non-trivial non-Archimedean absolute value corresponding
to a valuation v. Assume α, β ∈ K̄ are such that for all non-identity embeddings
σ ∈ HomK(K(α), K̄) we have that v(α− β) < v(σ(α)− α). Then K(α) ⊂ K(β).

The first application of Kranser’s lemma is the following proposition.

Proposition 1.5.14. With K as above, let P (x) ∈ K[x] be a monic irreducible
polynomial of degree n ∈ N with distinct roots α1, . . . , αn. Then any other monic
polynomial Q(x) ∈ K[x] of degree n that is sufficiently close5 to P (x) will be irre-
ducible over K with roots β1, . . . , βn and (renumbering) K(αi) = K(βi).

We can use this fact to show that every finite extension of Ql arises as the
completion of a number field.

Corollary 1.5.15. Let L be a finite extension of Qℓ of degree n. Then there is a
number field K and an absolute value | · |K on K such that K̂ ≃ L. Moreover
n = [L : Ql] = [K : Q].

Proof. By the primitive element theorem we know that every extension of Qℓ is
simple. Then let L = Qℓ(α) and let P be the minimal polynomial of α over Qℓ.
Since Q is dense in Qℓ, we can choose Q(x) ∈ Q[x] and β a root of Q(x) as in
the proposition, so that Qℓ(α) = Qℓ(β). Let K = Q(β). Clearly K is a number
field of degree n (by the proposition above, Q(x) is irreducible over K). Since
K ⊆ Qℓ(β) = L, we can endow K with the non-archimedean absolute value obtained
by restricting the one of L. Let us denote by K̂ the completion of K with respect to
this absolute value: K̂ and L are complete and K is contained and dense in both of
them. It follows that K̂ = L.

5Sufficiently close means that if we consider the space of degree ≤ n polynomials as homeomor-
phic to Kn as a topological space; close then means in the obvious metric induced by the place
v.
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Remark 1.5.16. For a field L as in Corollary 1.5.15, the ring OL = OK̂ is well-defined
independently by K and | · |K . Moreover, an important result of algebraic number
theory proves that OL is a lattice in L, that means that there is a Zℓ basis of OL

which is also a Qℓ basis of L.

Let now K be any number field, not necessarily Galois, over Q and let OK be its
ring of integers. Let ℓ ∈ Z be a rational prime. The factorization of the ideal ℓOK

in OK is
ℓOK =

∏
λ|ℓ

λeλ ,

where each of the λ above is a maximal ideal of OK over the prime ℓ. Similarly to
Zℓ, for each λ the ring of λ-adic integers is defined as the inverse limit

OK,λ = lim←−
n

(OK/λ
n)

and the field of λ-adic numbers is the field of quotients Kλ of OK,λ. One can view
Zℓ as a subring of OK,λ and Qℓ as a subfield of Kλ. We can define the residue degree
fλ = [kλ : Fℓ], where kλ = OK/λ ≃ (OK,λ/λOK,λ). Then, since [Kλ : Qℓ] = eλfλ,
the containments Zℓ ⊆ OK,λ and Qℓ ⊆ Kλ are equalities when eλfλ = 1. Moreover,
there is a ring isomorphism

K ⊗Q Qℓ ≃
∏
λ|ℓ

Kλ.

The proof of this isomorphism illustrates properties of inverse limits and tensor
product. Indeed, we have

OK ⊗Z Zℓ ≃ lim←−
n

{OK ⊗Z Z/ℓnZ} ≃ lim←−
n

{OK/ℓ
nOK}.

But OK/ℓ
nOK = OK/(

∏
λ

λneλ) = 6
∏
λ

(OK/λ
neλ). Thus

OK ⊗Z Zℓ ≃ lim←−
n

{
∏
λ

OK/λ
neλ} ≃

∏
λ

lim←−
n

{OK/λ
neλ} ≃

∏
λ

OK,λ

and this gives

K ⊗Q Qℓ ≃ OK ⊗Z Q⊗Q Qℓ ≃ OK ⊗Z Qℓ ≃ OK ⊗Z Zℓ ⊗Zℓ
Qℓ

≃
∏
λ

(OK,λ ⊗Zℓ
Qℓ) ≃

∏
λ

Kλ.

6Chinese Remainder Theorem.



Chapter 2

Deformations of representations of
profinite groups

In this second chapter we will use all the preliminary notions introduced above and
category theory will be our main tool. The main references are [5, Chapters 2-3] and
[2, Chapter 8].

The basic situation we want to study is as follows. We are given a profinite
group Π, a finite field k of positive characteristic, a non zero natural number n and a
continuous (residual) representation ρ̄ : Π −→ GLn(k). We want to try to understand
all the possible lifts of this representation to GLn(A), where A is a coeffiecient ring,
i.e. a complete noetherian local ring with residue field k. Our main goal will be to
explain what ‘all possible lifts’ means to make our question more precise.

Denote by C the category of coefficient rings, whose morphisms are local ring
homomorphism which reduce to the identity on the residue field k; we define the
deformation functor

Dρ̄ : C Sets

A {deformations of ρ̄ to A}.

Our aim will be to prove that, under certain hypothesis, this functor is representable,
i.e. there exists a coefficient ring R, called the universal deformation ring, such that
Dρ̄ is naturally isomorphic to the functor hR := Hom(R,−). This will lead to the
existence of a universal deformation, namely a representation ρR : Π −→ GLn(R)
such that all the other deformations are parametrized by it. This will mean that for
every coefficient ring A and every lift ρ to GLn(A) there exists a unique morphism
f : R −→ A such that ρ = f ◦ ρR.

23
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2.1 Coefficient rings

Let us start from considering a representation

ρ : Π GLn(A),

where Π is a profinite group and A is some topological ring. Since impose the
homomorphism ρ to be a continuous map, it is natural to require A to be a profinite
ring as well. Then we ask A to be

• local with unique maximal ideal mA and finite residue field k = A/mA of
positive characteristic;

• Noetherian;

• complete, i.e. A ≃ lim←−
N

A/mn
A.

The third condition makes the ring A to carry a profinite topology. Indeed, since
the residue field of A is finite then A/mn is finite for every n ∈ N. So if we endow
each A/mn with the discrete topology, we get that A is the inverse limit of an inverse
system of discrete finite groups. This way, the ring A satisfies the request to carry a
profinite topology. Then, since

GLN(A) = lim←−
n

GLN(A/m
n
A),

GLN(A) inherits a profinite topology, a basis of which consisting of normal subgroups
made up of N×N matrices with coefficients in A which reduce to the identity matrix
when going modulo a fixed power of mA.

We now give the following definition.

Definition 2.1.1. A coefficient ring is a complete Noetherian local ring with finite
residue field.

For our purposes we fix all the coefficient rings to have the same residue field k
of positive characteristic p. Moreover, we ask the homorphisms between coefficient
rings to satisfy the residue structure.

Definition 2.1.2. A coefficient ring homomorphism is a ring homomorphism be-
tween two coeffiecient rings R1 and R2

φ : R1 R2

such that
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1. φ is a local homomorphism, i.e. if mR1 and mR2 are the maximal ideals of R1

and R2 respectively, then φ(mR1) ⊆ mR2 ;

2. φ induces the identity on the residue field k.

Let then C be the category whose objects are coefficient rings and whose mor-
phisms are coefficient ring homomorphisms. Moreover, let C0 be the subcategory of
C such that

• its objects are artinian local rings with residue field k;

• C0 is a full subcategory, which means that every morphism between objects of
C that are also objects of C0 are also morphisms of C0.

Remark 2.1.3. Thanks to a result in commutative algebra ([1, Theorem 8.1]), we
know that any Artinian ring is Noetherian with Krull dimension equal to zero.
Moreover, any Artinian local ring is complete because its maximal ideal is nilpo-
tent. Hence, the set of objects of C0 is a subset of the set of coefficient rings and C0
is actually a subcategory of C.

Furthermore, if A is a coefficient ring then it is complete, i.e. A ≃ lim←−
n

A/mn
A,

where each A/mn
A is finite and therefore Artinian. For every n ∈ N, the quotient

A/mn
A has the unique maximal ideal mA/m

n
A and then it is an object of C0. This

means that every object of C is an inverse limit of objects of the subcategory C0.
Therefore, we say that the objects of C are pro-objects of C0

Sometimes we will be considering the category whose objects are coefficients ring
which are also algebras over another coefficient ring Λ. We will denote this category
by CΛ, whose morphisms are coefficient ring homorphisms which are also Λ-algebra
homomorphisms. In this case C0Λ will denote the subcategory of CΛ of Artinian Λ-
algebras.

2.2 Deformation functor

2.2.1 Residual representation and its deformations

We’ll now introduce a functor from the categories above to the category of Sets.
However, first of all, we need to introduce the concept of residual representation and
its deformations. Let us then start with the definition of residual representation.
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Definition 2.2.1. Let Π be a profinite group and let k be a finite field of character-
istic p > 0. A residual representation is a continuous group homomorphism

ρ̄ : Π GLn(k).

From now on, we fix the residual ρ̄ representation and the finite field k. Moreover,
we assume that every coefficient ring has residue field k.

Remark 2.2.2. If we consider a group representation

ρ : Π GLn(A),

where A is a coefficient ring, then we can compose it with the natural projection

π : A k

obtaining a map from GLn(A) to GLn(k) that we will informally called π again.
We then define Γn(A) = ker(π). It is easy to see that Γn(A) = 1 + Mn(mA), i.e.
it consists of matrices whose off-diagonal elements are in mA and whose diagonal
elements belong to 1 +mA.

Thanks to this we can define when two representations are equivalent.

Definition 2.2.3. Two representations ρ1, ρ2 : Π −→ GLn(A) are strictly equivalent
if there exists a matrix P ∈ Γn(A) such that ρ1 = P−1ρ2P.

Remark 2.2.4. Note that two strictly equivalent representations give the same resid-
ual representation when composed with the projection π.

We are now ready to define what a deformation is.

Definition 2.2.5. Let ρ̄ be a residual representation and let A be a coefficient ring.
A deformation of ρ̄ to A is a strict equivalence class of continuous homomorphisms
ρ : Π −→ GLn(A), which reduce to ρ̄ when composed with the projection π, i.e. the
following diagram is commutative

Π GLn(A)

GLn(k).

ρ

ρ̄ π

Remark 2.2.6. If a representation ρ satisfies the condition that π ◦ ρ = ρ̄, then all
the representation in its strict equivalence class satisfy this equality. This ‘allows’ us
to interchange a homomorphism with its strict equivalence class.
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Remark 2.2.7. We can rephrase the concept of deformation in a more ‘relative’ way.
Fixing again a residual representation ρ̄, we can consider and fix a coefficient ring
A and a deformation of ρ̄ to A, call it ρA. Then we can define the category C(A) of
coefficient rings R endowed with a coefficient ring map hR : R −→ A, which is called
A-augmentation. Then a deformation of ρA to the coefficient ring R ∈ C(A) is a
strict equivalence class of homomorphisms ρ : Π −→ GLn(R) such that the following
diagram commutes.

Π GLn(R)

GLn(A).

ρ

ρA hR

Again, we say that two representation ρ, ρ′ : Π −→ GLn(R) are strictly equivalent if
ρ = P−1ρ′P for some matrix P ∈ ker(hR).

2.2.2 The deformation functor

We can now define a functor associated the category C of coefficient rings.

Definition 2.2.8. Let ρ̄ be a fixed residual representation. The functor

Dρ̄ : C Sets

A {deformations of ρ̄ to A}

is called the deformation functor.

Remark 2.2.9. Most of times we will fix a residual representation and so we will
denote the deformation functor just by D. If we work with the category CΛ then we
will write Dρ̄,Λ to indicate the deformation functor. It is not difficult to check that
D and DΛ are functors.

Remark 2.2.10. We can rephrase this construction by using the equivalent definition
of group representation given in Remark 1.5.12, i.e. fixing a k-vector space V̄ of
finite dimension and endowing it with a continuous action of the group Π. Now, if A
is a coefficient ring with residue field k, we say that a deformation V of V̄ is a couple
(V, α), where V is a free A-module of finite rank with a continuous action of Π and
α : V ⊗A k ≃ V̄ is an isomorphism as Π-representation spaces, i.e. it commutes with
the action of Π. Then, we define the deformation functor as

DV̄ : C Sets

A {deformations of V̄ to A}.
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The functors DV̄ and Dρ̄ are naturally isomorphic since if we fix a k-basis of V̄ we
can identify the automorphism group Autk(V̄ ) with GLn(k) where n is the dimension
of V̄ over k. Then the Π-action on V̄ gives a continuous residual representation
ρ̄ : Π −→ GLn(k).

Considering that the objects of C are pro-objects of the subcategory C0, we would
like to prove that the functorD is completely determined by its values on the full sub-
category C0. Firstly, note that if A ≃ lim←−

n

A/mn
A is a coefficient ring with projection

maps πn,n+1 : A/m
n+1
A −→ A/mn

A (n ∈ N) and F is a set-valued covariant functor on
C, then {F (A/mn

A), F (πn,m) : n,m ∈ N, n < m} is a projective system. Moreover,
for the universal property of inverse limit we get a map Φ: F (A) −→ lim←−

n

F (A/mn
A).

Definition 2.2.11. Let F be a set-valued covariant functor on the category C or CΛ
for some coefficient ring Λ. We say that F is continuous when the morphism

Φ: F (A) lim←−
n

F (A/mn
A)

is an isomorphism for every A ∈ C or CΛ.

Theorem 2.2.12. The functors D and DΛ are continuous.

Proof. We will prove the thesis just for the functor D. We have to show that for
every A ∈ C the map

Φ: D(A) lim←−
k

D(A/mk
A)

is a bijectiction. First of all recall that Φ maps a deformation ρ to A to a compatible
sequence {ρk}k∈N, where each ρk is a deformation of ρ̄ to A/mk

A obtained by reducing
ρ modulo mk

A, more precisely reducing modulo mk
A any of the representation in the

strict equivalence class of ρ.
In order to prove surjectivity we have to show that any compatible sequence

{ρk}k∈N comes from a deformation ρ to A. Let then {ρk}k∈N be such a sequence and
let us build an appropriate system of representatives by induction.

• For k = 1 the forced choice is to set ρ1 = ρ̄;

• . Let h ∈ N∗ and suppose we have set the homomorphisms r1, r2, ..., rh for
which represent the classes of ρ1, ρ2, ..., ρh and form a coherent system. Let us
now choose rh+1. Since it is a sitable sequence, if r′ is a representantive of ρh+1,
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we must have r′ ≡ rh (mod mh), i.e. it must exists a matrix Mh ∈ Γ(A/mh
A)

such that M−1
h (r′(mod mh))M≡rh. Since the reduction map Γn(A/m

h+1
A ) −→

Γn(A/m
h
A) is surjective, we can then choose a lift of Mh to Γ(A/mh+1

A ), call
it Mh+1. Then we can extend the sequence setting rh+1 = M−1

h+1r
′Mh+1. By

induction we obtain an appropriate sequence of representative homomorphisms
rk : Π −→ GLn(A/m

k
A) as k varies in N.

Recalling that GLn(A) = lim←−
k

GLn(A/m
k
A), the inverse limit of the projective system

{rk}k∈N gives a deformation ρ : Π −→ GLn(A), whose reduction modulo mh is ρh.
To prove that Φ is injective we have to show that taken two deformations ρ and ρ′ to
A such that their reduction ρk and ρ′k are strictly equivalent for every k, then ρ and
ρ′ are strictly equivalent. Since for every k ∈ N, ρk and ρ′k are strictly equivalent,
we have that ρk = M−1

k ρ′kM
k for some Mk ∈ Γ(A/mk). Since Γ(A) = lim←−

k

Γ(A/mk
A)

we can choose Mk+1 ≡ Mk (mod mk giving a coherent sequence and so an element
M ∈ Γ(A) such that ρ =M−1ρ′M.

2.3 Representability of the deformation functor

In this section we will study further the properties of the deformation functor, fo-
cusing on its representability. Let us then start with the definition of representable
functor.

Definition 2.3.1. Let C be a locally small category, i.e. a category in which for
every objects A,B the collection of morphisms Hom(A,B) is a set. For every object
A ∈ C let hA := Hom(A,−) be the functor that maps an object X of C to the set
Hom(A,X) and such that, if X, Y ∈ C and φ : X −→ Y is a morphism, hA(φ) is
just the post-composition with φ,i.e.

hA(φ) : Hom(A,X) Hom(A, Y )

f φ ◦ f.

Then, we say that a functor

F : C Sets

is representable if it is naturally isomorphic to the functor hA for some A ∈ C, i.e.
for every X ∈ C there is an isomorphism ηX : F (X) −→ Hom(A,X), such that if
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Y ∈ C and φ : X −→ Y is a morphism in C, the following diagram commutes

F (X) Hom(A,X)

F (Y ) Hom(A, Y ).

F (φ)

ηX

φ◦−

ηY

Then we say that a representation of F is a pair (A,Φ) where A is an object of C
and

Φ: Hom(A,−) F

is a natural isomorphism.

For the rest of this chapter, our main goal will be to establish if the deformation
functor Dρ̄ is representable, i.e. if there exist a coefficient ring Rρ̄ and a natural
isomorphism between Hom(Rρ̄,−) and Dρ̄. Since the residual representation ρ̄ is
fixed, we will just call Rρ̄ = R and ρR : Π −→ GLn(R) its deformation.

If we assume that our functor is represented by R, then for every coefficient
ring R and every coefficient ring homomorphism φ : R −→ R the following diagram
commutes

D(R) Hom(R,R)

D(R) Hom(R, R).

ηR

φ◦−

ηR

Therefore, the identity map in Hom(R,R) must correspond to a unique deformation
ρR to R and the map from D(R) to D(R) must be the post-composition with φ, i.e.
if ρ is a deformation to R, then ρ = φ◦ρR, where we informally used the same letter
φ for the map GLn(R) −→ GLn(R). Moreover, since the map ηR is bijection, for
every coefficient ring R and every deformation ρ to R there exists a unique coefficient
ring homorphism φ : R −→ R such that ρ = φ◦ρR. Hence, every deformation of ρ̄ to
a coefficient ring is ‘parametrized’ by ρR. For this reason ρR is called the universal
deformation of ρ̄ and R is the universal deformation ring.

In order to prove that the deformation functor is indeed representable, we need
to introduce some tools and results of category theory, starting from fiber products.

2.3.1 Fiber product and Mayer-Vietoris property

Definition 2.3.2. Let C be a category, A,B,C be objects of C and f : A −→ C,
g : B −→ C be morphisms. Then a fiber product (or pullback) of f and g consists
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of an object which we denote by A ×C B and two morphisms p : A ×C B −→ A,
q : A×C B −→ B such that the following diagram commutes

A×C B B

A C

q

p g

f

in a universal way, which means that for every other triple (D, p′, q′), where p : D −→
A and q′ : D −→ B, there must exist a unique morphism u : D −→ A ×C B such
that the following diagram commutes

D

A×C B A

B C.

p′

q′

u

p

q f

g

Let us see some examples of pullbacks.

Example 2.3.3. In the category of commutative rings the fiber product between A
and B over C is the subring of A×B defined as

A×C B = {(a, b) ∈ A×C B : f(a) = g(b)},

where the maps p and q are just the projections to A and B respectively.

Remark 2.3.4. Not every category has fiber products. For example, let us consider
the category C of coefficient rings and let A = k[[X, Y ]], B = k and C = k[[X]]
where k is a field. Then A,B and C are local, complete and Noetherian rings, i.e.
they are objects of C. Let us then consider the inclusion and the projection maps

g : k −→ k[[X]], f : k[[X, Y ]] −→ k[[X]].

The fiber product of A×CB is the sub-ring k⊕Y k[[X, Y ]] of k[[X, Y ]]. This sub-ring
is complete and local with maximal ideal m = Y k[[X, Y ]], but it is not noetherian,
because the k-vector space m/m2 ≃ k[[X]] is infinite dimensional. In fact, if A×C B
was Noetherian then we could apply Nakayama’s lemma to the finitely generated
k[[X, Y ]]-module Y k[[X, Y ]] obtaining that m/m2 is a finitely dimensional k-vector
space, which is a contradiction.
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Let us now consider a set-valued functor F on a category C with fiber products.
By the functoriality of F , the following diagram

F (A×C B) F (B)

F (A) F (C)

F (q)

F (p) F (g)

F (f)

is commutative and so, by the universal property of the fiber product, there exists a
map

ΦA×CB : F (A×C B) F (A)×F (C) F (B).

Definition 2.3.5. Let C be a category with fiber products and let F be a set-valued
functor on it; then F is said to satisfy the Mayer-Vietoris property if the map ΦA×CB

is a bijection.

Remark 2.3.6. If we are working with a category C in which fiber products exist,
then the Mayer-Vietoris property is a necessary condition for a set-valued functor on
C to be representable. Indeed, using again the universal property of fiber product,
we have that for very D ∈ C there is a map

Hom(D,A×C B) Hom(D,A)×Hom(D,C) Hom(D,B)

h (π1 ◦ h, π2 ◦ h),

which is well defined and a bijection, being π1 and π2 the projections of A×C B on
A and B respectively. Then if F is a representable functor represented by the object
R, we can use the bijection above to build the following commutative diagram

Hom(R, A×C B) Hom(R, A)×Hom(R,C) Hom(R, B)

F (A×C B) F (A)×F (C) F (B)
ΦA×CB

.

Since the higher horizontal arrow and the two vertical ones are bijections, as a con-
sequence of the commutativity of the diagram, the map ΦA×CB is a bijection, too.
Hnece, F satisfies the Mayer-Vietoris property.

Remark 2.3.7. Recall that, as shown in Section 2.1, every object of the category of
coefficient rings C is a pro-object of C0. Then, as we showed above, a continuous
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functor F on C is completely determined by its values on C0. Therefore, we can
‘restrict’ the study of the representability of F to the subcategory C0, wondering if
there exist an objects R of C such that for every A ∈ C0 we have F (A) ≃ Hom(R, A).
It may happen that R is not an object of C0 and in this case we say that F is pro-
representable on the subcategory C0.

2.3.2 The Zariski tangent space and its functorial interpre-
tation

Before stating the main theorem of this chapter, that will give us sufficient conditions
for a set-valued covariant functor to be representable, we have to introduce another
object, namely the Zariski tangent space of a coefficient ring. From now on we will
be working with the subcategory CΛ, where Λ is a fixed coefficient ring and mΛ is its
maximal ideal.

It may be useful to recall firstly the definition of tangent space of a local ring R.
If m is the maximal ideal of R, the cotangent space of R is defined as the quotient
m/m2. It is obviously a vector space over the residue field R/m. Its dual space (as
a (R/m)-vector space) is called the tangent space of R. Similarly we can give the
following definition.

Definition 2.3.8. Let R ∈ CΛ and let mR be its maximal ideal, then the Zariski
cotangent space of R is

t∗R = mR/(m
2
R,mΛR),

where mΛR denotes the ideal of R generated by the image of mΛ in R through the
structural algebra homomorphism Λ −→ R. The Zariski tangent space of R is then
the dual space

tR = Homk(t
∗
R, k).

Remark 2.3.9. It’s worth noting that the definition above is consistent since t∗R is a
(Λ/mΛ ≃ k)-vector space. Moreover, since R is Noetherian mR is finitely generated
and therefore t∗R is a finite dimensional k-vector space and hence so is tR.

We want now to give a functorial interpretation of the Zariski tangent space. We
have then to introduce the following Λ-algebra

k[ϵ] = k ⊕ kϵ ≃ k[X]/X2,

which is a local ring with maximal ideal generated by ϵ, which has square zero. We
have the following result.
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Proposition 2.3.10. Suppose F is a functor represented by R, then, there is a
natural set bijection

Homk(mR/(m
2
R,mΛR), k) HomΛ(R, k[ϵ]),

where Homk means k-vector space homomorphisms and HomΛ denotes homomor-
phisms of coefficient Λ-algebras.

Proof. If we take a map f ∈ HomΛ(R, k[ϵ]), since it is a local morphism, the maximal
ideal f(mR) ⊆ (ϵ). Then f(m2

R) = 0 because (ϵ)2=0. Moreover, since k = Λ/mΛ

and f , as a morphism of coefficient rings, induces the identity on K then mΛR must
be mapped to zero as well. This means that the ideal (m2

R,mΛR) in contained in the
kernel of f and so f factorizes as

R R/(m2
R,mΛR) k[ϵ],π

where π denotes the naatural quotient map. This factorization shows that there is a
bijection

HomΛ(R/(m
2
R,mΛR), k[ϵ]) HomΛ(R, k[ϵ])

g g ◦ π.

Now observe that R/(m2
R,mΛ) decomposes as k-vector space as

R/(m2
R,mΛR) ≃ k ⊕mR/(m

2
R,mΛR).

Since if x ∈ R/(m2
R,mΛR), x

2 = 0, a Λ-algebra coefficient morphism from k ⊕
mR/(m

2
R,mΛR) to k[ϵ] = k ⊕ ϵk respects, as a k-linear morphism, the direct sum

decomposition and it is the idenitity on the first summand. Therefore there is a
bijection

HomΛ(R, k[ϵ])←→ Homk(mR/(m
2
R,mΛR), ϵk).

Identifying the one dimensional k-vector spaces ϵk with k we obtain the thesis.

Thanks to this bijection we can say that, if F is a functor on CΛ represented by
the ring R, then F (k[ϵ]) = HomΛ(R, k[ϵ]) = Homk(mR/(m

2
R,mΛR), k) = tR at least

as sets.
We would like now to make this bijection into a k-linear isomorphism, but in

order to do that we have to endow F (k[ϵ]), which a priori is just a set, with a
k-linear structure.
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The scalar multiplication can be defined easily. For every α ∈ k we can consider
the bijective map

fα : k[ϵ] k[ϵ]

x+ ϵy x+ αyϵ.

Then applying the functor F to fα we get a scalar multiplication on F (k[ϵ]). The
addition map is harder to be defined. Suppose first of all that F (k) is a singleton.
Indeed, we need the map

Φk[ϵ]×kk[ϵ] : F (k[ϵ]×k k[ϵ]) F (k[ϵ])× F (k[ϵ])

to be a bijection. As for the multiplication we start by considering the map

+: k[ϵ]×k k[ϵ] k[ϵ]

(x1 + y1ϵ, x2 + y2ϵ) x1 + x2 + (y1 + y2)ϵ

and the we define the addition map on F (k[ϵ]) by the composition:

F (k[ϵ])× F (k[ϵ])
Φk[ϵ]×kk[ϵ]−−−−−−→ F (k[ϵ]×k k[ϵ])

F (+)−−−→ F (k[ϵ]).

This proves the following proposition.

Proposition 2.3.11. Let F : C0Λ −→ Sets be a covariant functor such that F (k)
consists of a single element. Suppose that the natural map

Φk[ϵ]×kk[ϵ] : F (k[ϵ]×k k[ϵ]) F (k[ϵ])× F (k[ϵ])

is a bijection. Then F (k[ϵ]) has a natural vector space structure over k.

Remark 2.3.12. The hypothesis that F (k) is a singleton is necessary to give F (k[ϵ])
the structure of vector space. Indeed, we want to define a sum operation

F (k[ϵ])× F (k[ϵ]) F (k[ϵ])

using the bijective map Φk[ϵ]×kk[ϵ], which a priori has image in the fiber product
F (k[ϵ])×F (k)F (k[ϵ]). But thanks to the fact that F (k) is a singleton this fiber product
coincides with the cartesian product of the set F (k[ϵ]) with itself. Indeed, in the
category of Sets the fiber product is the same as in the category of commutative rings
of Example 2.3.3 (in our case A = B = F (k[ϵ]) and the maps f, g : F (k[ϵ]) −→ F (k)
are constant).
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Remark 2.3.13. When F : C0Λ −→ Sets is represented by the ring R then F (k) =
HomΛ(R, k) = {∗} and Φk[ϵ]×k[ϵ] is a bijection by Remark 2.3.6. The k-vector
space structure, given by Proposition 2.3.11, of F (k[ϵ]) corresponds to the one
of HomΛ(R, k[ϵ]) which is a k-vector space in the following way: if a ∈ k and
f ∈ HomΛ(R, k[ϵ]) then a · f is defined as (a · f)(x) = a · f(x).
Remark 2.3.14. If F : C0Λ −→ Sets is represented by R, then for the discussion above
tF ≃ tR, where tR is the tangent space of the ring R.

We can then give these definitions.

Definition 2.3.15. The hypothesis that the map Φk[ϵ]×kk[ϵ] is a bijection is called
the tangent space hypothesis over k and we denote it by Tk. When it is satisfied
tF = F (k[ϵ]) is called the tangent space of the functor F.

Definition 2.3.16. The functor

F : C0Λ Sets

is said to be nearly representable if it satisfies the tangent space hypothesis and the
tangent space tF of F is finite dimensional.

It will turn out that many functors we will be considering will not be representable
but they will be nearly representable.

Remark 2.3.17. We could extend the definition of the Zariski tangent space to the
relative case fixing a coefficient Λ-algebra A and a covariant functor F : CΛ(A) −→
Sets and supposing that F (A) consists of a single point.

Let then A[ϵ] := A ⊕ ϵA ≃ A[X]/X2 be the free A-module of rank 2 with basis
{1, ϵ} and where ϵ ≡ X (mod X2). Then we can consider A[ϵ] as an A-augmented
coefficient Λ-algebra, where the A-augmentation is just the projection going modulo
(ϵ). Then A[ϵ] is an object of the category CΛ(A). Exactly as above, we can define
a scalar multiplication map fα and an addition map + on A[ϵ]. Then if the map

ΦA[ϵ]×AA[ϵ] : F (A[ϵ]×A A[ϵ]) F (A[ϵ])× F (A[ϵ])

is a bijection, we can define the Zariski tangent A-module

tF,A = F (A[ϵ]).

Since any coefficient Λ-algebra has a natural k-augmentation, we can think of the
absolute case as a particular case of the relative one, where A = k.
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2.4 Schlessinger’s theorem

Following the original work of Schlessinger (see [11]), in this section we will study
the conditions that a covariant functor

F : C0Λ Sets

must satisfy to be (pro-)representable and it will be evident how the tangent space
hypothesis is connected to these conditions. Moreover, the main object of this section
will be Schlessinger’s theorem, which is basically an optimization of the following
theorem of Grothendieck (see [5, Theorem 2.5]).

Theorem 2.4.1 (Grothendieck). Let F : C0Λ −→ Sets be a covariant functor such
that F (k) is a singleton. Then F is pro-representable if and only if

1. F satisfies the Mayer-Vietoris property;

2. F (k[ϵ]) is a finite dimensional k-vector space.

The weakness of this theorem is that we really need to check that for every
commutative diagram

A×C B B

A C

q

p g

f

the map ΦA×CB : F (A×C B) −→ F (A)×F (C) F (B) is a bijection and this is clearly
hard to do in general. Schlessinger’s criterion weaknesses this condition: it cuts
down the number of diagrams for which one must check the Mayer-Vietoris property.
However, before stating this theorem we need the following definition.

Definition 2.4.2. Let A and C be objects of CΛ. Then a coefficient homomorphism
f : A −→ C is small if it is surjective and ker(f) is a principal ideal annihilated by
mA, i.e. mA ker(f) = 0.

Remark 2.4.3. It is easy to check that any surjective homomorphism in C0Λ factors
trough a sequence of small homomorphisms. Indeed, let us consider s : A −→ B
a surjective homommorphism of complete artinian local rings which is not an iso-
morprhism. Let I = ker(s), then since A is noetherian I is finitely generated, let
us say I = (t1, ..., tn). Since A is artinian there exists p1 ∈ N minimal such that
t1m

p1
A = 0. Let us then consider q1 ∈ t1mp1−1

A . Then the map A −→ A/(q1) is small.
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If we iterate this argument replacing A with A/(q1) = C1 and considering the map
C1 −→ B (which is still surjective) we get a sequence

A C1 C2 . . . Cn B

of small maps through which s factors. At a certain point B is reached. Indeed,
A is artinian and noetherian and so it has finite length.Then, since we have l(A) ≥
n+ l(B)1, if B wasn’t reached then we would get a contradiction.

We are now ready to state Schlessinger’s theorem.

Theorem 2.4.4 (Schlessinger). Let F : C0Λ −→ Sets be a covariant functor such
that F (k) consists exactly of one element and let us then consider the following
commutative diagram

A×C B B

A C.

q

p g

f

Then F is pro-representable if the following four conditions hold

(H1) if the map f : A −→ C is small then ΦA×CB is surjective;

(H2) if C = k and B = k[ϵ], then ΦA×CB is bijective;

(H3) the k-vector space tF = F (k[ϵ]) is finite-dimensional;

(H4) if A = B, the maps f and g are the same and both small, then ΦA×CB is
bijective.

In particular, there exists an object R of CΛ such that F (A) ≃ Hom(R, A) for every
A in C0

Λ.

Remark 2.4.5. It is important to note that the statement of the theorem above is
consistent. Indeed, if H2 holds, then applying it to the case A = B = k[ϵ] shows
that Tk is satisfied and this allows us to think of tF = F (k[ϵ]) as a k-vector space.

Remark 2.4.6. It is worth noting that if a functor F is representable then we showed
above that for every object A,B and C of C0Λ the map ΦA×CB is a bijection and
tF ≃ tR. Therefore, F satisfies conditions H1,H2,H3,H4 and then Schlessinger’s
theorem gives necessary and sufficient conditions for a functor to be representable.

1Let M be a module over a ring R, the length of M is lA(M) = sup{t : ∃ 0 = M0 ⊂ M1 ⊂
M2 ⊂ ... ⊂ Mt = M} , where each Mi is a sub-module of M and the inclusions in the chain are
strict.
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Remark 2.4.7. One can easily prove that if H1 is valid, then ΦA×CB is surjective
for every surjective map f : A −→ B, thanks to the factorization into small maps
showed in Remark 2.4.3.

Very often functors on C0Λ satisfy the first three conditions H1,H2,H3, but they
don’t satisfy condition H4. These functors are ‘very close’ to be pro-representable,
in the sense of the follwing definition.

Definition 2.4.8. Let F and F ′ be covariant functors on CΛ such that F (k) and
F ′(k) are both singletons. Then a morphism Θ: F ′ −→ F is said to be smooth if it
satisfies the following lifting property: given any surjection f : B −↠ A in CΛ, any
element α′ ∈ F ′(A) and any lifting of α = Θ(α′) ∈ F (A) via F (f) to an element
β ∈ F (B), there exists an element β′ ∈ F ′(B) which is a lifting of α′ via F ′(f) such
that Θ(β′) = β. Equivalently, we may rephrase this lifting property as the condition
that the natural mapping

F ′(B) F ′(A)×F (A) F (B)

is surjective for all the surjective maps B −↠ A in CΛ.

Remark 2.4.9. Since, as proved in Remark 2.4.3, every surjective map factors through
a sequence of small extensions it is sufficient to check the last conditions just for small
maps. Indeed, it is easy to check that the lifting property mentioned in the definition
above is compatible with the composition of surjective maps: taking α′, α = Θ(α′),
β′ and β = Θ(β′) as in definition and a surjection g : C −↠ B in CΛ, for any lifting
γ ∈ F (C) of β there exists γ′ ∈ F ′(C) which is a lifting of β′ and such that Θ(γ′) = γ.
Then it is obvious that γ is a lift of α with respect to the surjective map g ◦ f and
that γ′ is a lifting of α such that Θ(γ′) = γ. Therefore, if F satisfies the lifting
property for every small map then thanks to the compatibility with composition the
lifting property holds for every surjective map.

Definition 2.4.10. Let F : CΛ −→ Sets be a covariant functor. A pro-representable
hull for F is a pair (R, ξ), where R is a coefficient Λ−algebra, and ξ : hR −→ F is a
morphism of functors, satisfying two properties

1. the morphism ξ is smooth;

2. the induced mapping on Zariski tangent spaces tR −→ tF is an isomorphism of
k-vector spaces, where tR is the Zariski vector space relative to the functor hR.
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We are now ready to give the proof of Schlessinger’s theorem: first we will show
that any covariant set-valued functor on CΛ, that satisfies conditions (H1), (H2), (H3)
and such that F (k) is a singleton, has a pro-representable hull (R, ξ). Then we will
see that, if F satisfies also (H4), then ξ is a bijection and hence F is representable
by R.

Proof. Suppose F satisfies conditions H1,H2,H3. We will construct a hull R by
successive approximation. For the first step of induction, we look for a couple (R2, ξ2)
such that ξ2 : hR2 −→ F is a morphism of functors (that by the way may not be
smooth) and tR2 ≃ tF .

Let t1, ..., tr be a basis of tF and set S = Λ[[T1, ..., Tr]], which is a coefficient ring
whose unique maximal ideal is mS = (T1, ..., Tr). Let

R2 = S/(m2
S +mΛS) ≃

(Λ/mΛ)[[T1, ..., Tr]]

(T 2
i , TiTj)1≤i,j≤r

≃ k[ϵ]×k k[ϵ]×k · · · ×k k[ϵ]︸ ︷︷ ︸
r times

.

Now, since F (k) = {∗} and therefore, as explained in Remark 2.3.12, ×F (k) = ×,
then by H2

F (R2) ≃ F (k[ϵ])× F (k[ϵ])× · · · × F (k[ϵ])︸ ︷︷ ︸
r times

≃ tF × tF × · · · × tF︸ ︷︷ ︸
r times

.

The right hand side is isomorphic to Homk(tF , tF ) by the choice of a basis for tF .
Hence, the identity element id ∈ Homk(tF , tF ) defines an element ξ2 ∈ F (R2), that
corresponds by Yoneda’s lemma to a natural transformation ξ2 : hR2 −→ F . Then let
xi ∈ Hom(k[[T1]]× · · · × k[[Tr]], k[ϵ]) denotes, for any 1 ≤ i ≤ r the map that sends
the r-tuple (0, . . . , Ti, . . . , 0) with element Ti in position 1 ≤ j ≤ r and 0 otherwise to
δijϵ, where δij denotes the Kronecker delta function and the r-tuple (0, . . . , 1, . . . , 0)
with element 1 in position 1 ≤ j ≤ r and 0 otherwise to δij (note that xi defines a
coeffiecient ring map). The map

tR2 = Hom(R2, k[ϵ]) = Hom(k[[T1]]× · · · × k[[Tr]], k[ϵ]) F (k[ϵ]) = tF

xi ti

is an isomorphism of k-vector spaces because the set {xi : ≤ i ≤ r} is a basis. We
have then completed the first step of our induction.

Now suppose by induction that we have found (Rq, ξq) with Rq = S/Jq for some
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ideal Jq and ξq : hRq −→ F is a morphism of functors. We seek an ideal Jq+1 minimal
among ideals J ⊂ S satisfying msJq ⊆ J ⊆ Jq such that ξq lifts to S/J , which means
that there exists ξJ : hS/J −→ F such that the diagram must commutes

Hom(Rq,−) Hom(S/J,−)

F,

−◦πJ

ξq

ξJ
(2.1)

where πJ : S/J −→ Rq is the projection map. Each such J corresponds to a vector
subspace of Jq/mSJq, hence it is sufficient to show that the set S of such ideals is sta-
ble under pairwise intersection. So let J,K ∈ S and enlarge J such that J +K = Jq
without changing the intersection J ∩ K. We can do it because if J ⊆ J ′ is such
that J ′ + K = Jq then we have J ′ ⊆ Jq and msJq ⊆ J ⊆ J ′ and the composition
S/J −→ S/J ′ −→ Rq is a factorization of the projection πJ . Now since the map
S/J −→ S/J ′ is surjetive and for every coefficient ring A the functor Hom(−, A) is
a contravariant right exact functor, then we can see Hom(S/J ′, A) as contained in
Hom(S/J,A). Therefore we can see Hom(S/J ′,−) as a subfunctor of Hom(S/J,−)
and if we consider ξJ ′ as the restriction of ξJ to Hom(S/J ′, A) then it is clear that
ξq lifts to S/J

′.

Moreover

S/J ×(S/Jq) S/K ≃ S/(J ∩K)

since, by the universal property of fiber product and because we choose J such that
J +K = Jq,

S/J ×(S/Jq) S/K = {(ā, b̄) ∈ S/J × S/K : ā = b̄ in S/Jq = S/(J +K)}.

But this means that a − b ∈ J +K, i.e. a − b = j + k for some j ∈ J and k ∈ K.
Therefore, S/J ×(S/Jq) S/K = {(ā, ā− j̄) ∈ S/J × S/K : j ∈ J} and simultaneously
we must have that S/J×(S/Jq)S/K = {(b̄+ k̄, b̄) ∈ S/J×S/K : k ∈ K}. This implies
that

S/J ×(S/Jq) S/K = {(ā, b̄) ∈ S/J × S/K : a− b in J ∩K},

which is isomorphic to S/(J ∩K) through the map

S/J ×(S/Jq) S/K S/(J ∩K)

(a, b) a.
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Now, since the projection map S/J −→ S(J∩K) is surjective by H1 and Remark
2.4.7, we have

F (S/(J ∩K)) ≃ F (S/J ×(S/Jq) S/K) F (S/J)×F (S/Jq) F (S/K)

is surjective.
Using once again Yoneda’s Leemma, we have

F (S/J)×F (S/Jq)F (S/K) = {(ξ, ξ′) ∈ Nat(hS/K , F )×Nat(hS/K , F ) : ξ ◦πJ = ξ′ ◦πK},

where the composition with the projection maps is in the sense of the Diagram (2.1).
However, since J,K ∈ S, there exist ξJ , ξK such that ξJ ◦ πJ = ξq = ξK ◦ πK , which
means that (ξJ , ξK) ∈ F (S/J) ×F (S/Jq) F (S/K). Then, thanks to the surjectivity
of the map above there exists ξJ∩K ∈ Nat(hS/J∩K , F ) such that ξJ∩K ◦ πJ∩K = ξq

2.
Hence J ∩ S is also in S. Let now Jq+1 be the intersection of all ideals in S and
let Rq+1 = S/Jq+1 and ξq+1 any lifting of ξq. Set J = ∩qJq, R = S/J , which is
a complete local noetherian quotient of S (note that the properties of being local,
noetherian and complete all pass to quotients). For every q ∈ N, mq

SJq ⊆ mSJq ⊆ Jq.
Then, since {(mq

SJq + J)/J : q ∈ N} is a fundamental system of neighborhood of
the identity element of S/J , the set {Jq/J : q ∈ N} is a basis of the topology of
S/J = R. Therefore, since R is a profinite ring (as quotient of a profinite ring),
R = lim←−

q

(S/J)/(Jq/J) = lim←−
q

S/Jq. Hence, it makes sense to define ξ = lim←−
q

ξq.

Notice then tF ≃ tR2 ≃ tR, where the second isomorphism in given by the map

Hom(R, k[ϵ]) = lim←−
q

Hom(Rq, k[ϵ]) Hom(R2, k[ϵ])

lim←−
q

fq f2.

Hence, in order to show that R is a hull for F it is sufficient to prove that the
map ξ : hR −→ F is smooth. Recalling Definition 2.4.8, it is enough to check that
hR(A

′) −→ hR(A) ×F (A) F (A
′) is surjective for any small extension p : A′ −→ A.

Let us say A = A′/I, where I is the kernel of p. In other words, let η ∈ F (A) ≃
Nat(hA, F ) be the image of η′ ∈ F (A′) ≃ Nat(hA′ , F ), f : R −→ A taking ξ to η,
we have to show that f lifts to f ′ : R −→ A′ taking ξ to η′, in the sense that if

2Fixing a coefficient ring A then it is easy to check that Hom(S/(J ∩K), A) ≃ Hom(S/J ×S/Jq

S/K,A) ≃ Hom(S/J,A)×Hom(S/Jq,A) Hom(S/K,A) and then it is clear that S/J ∩K lifts S/Jq.
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F (f) : F (R) −→ F (A) is such that F (f)(ξ) = η then F (f ′) : F (R) −→ F (A′) satis-
fies F (f ′)(ξ) = η′.

It is time now to interpret condition H1. We have

ψ : A′ ×A A
′ A′ ×k k[I], (x, y) (x, x0 + y − x)

is an isomporphism, where k[I] is the k-algebra k ⊕ I with I2 = 0 and x0 = x
mod mA′ ∈ k. In fact, this is obviously a bijection since A′ ×A A

′ ≃ A′ = {(x, y) ∈
A′ × A′ : x̄ = ȳ ∈ A/I}, which means that y − x ∈ I and so

(x, x0 + y − x) ∈ A′ ×k k[I] = {(z, w) ∈ A′k[I] : z̄ = w̄ ∈ k}.

We want now to check that it is a bijection of algebras. We have to show that if
(a, b) and (c, d) are in A′ ×A A

′ and a = a0, b = b0 mod mA′ then

(a, a0 + b− a) · (c, c0 + d− c) = (ac, a0c0 + bd− ac),

which means we have to show that

bd− ac = a0(d− c) + c0(b− a) + (b− a)(d− c) in k[I].

The trick is to prove that

a0(d− c) + c0(b− a) = a(d− c) + c(b− a),

which is true because (a−a0)(d−c)+(c−c0)(b−a) is zero since a−a0 and b−b0 are
in mA′ and d− c and b− a are in I = ker(p) (recall that since p is a small extension
whose kernel is I then mA′I = 0 and so I can be seen as a k-vector space).
Now if p : A′ −→ A is a small extension and ker(p) = I = (x), then

k[I] −→ k[ϵ]⊗k I, (a+ bx) 7−→ (a+ bϵ)⊗k x

is an isomorphism. Therefore, since by hypothesis F (k) is a singleton, we have by
H2 that

F (A′)× (tF ⊗k I) ≃ F (A′)×F (k) F (k[ϵ])⊗k I ≃3

F (A′)×F (k) F (k[I]) ≃ F (A′ ×k k[I]) ≃ F (A′ ×A A
′) −→ F (A′)×F (A) F (A

′) ,

3Again we can see that F (k[ϵ])⊗k I ≃ F (k[I]).
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where the last map is surjective if we assume H1 (respectively bijective if we assume
H4). Therefore, composing with the projection on the second factor, we get the map

F (A′)× (tF ⊗k I) F (A′)×F (A) F (A
′) F (A′),

which defines an action of tF ⊗k I on F (A′). More precisely, for very η ∈ F (A)
there is an action of tF ⊗k I on F (p)−1(η) ∈ F (A′) (provided that subset is not
empty). Hypothesis H1 implies that this action is transitive, while, if we assume
H4, F (p)

−1(η) is a principal homogeneous space4.

Let us return now to the lifting problem. Recall that we need to lift the map
f : (R, ξ) −→ (A, η) to a map f ′ : (R, ξ) −→ (A′, η′). We claim that it is sufficient to
lift f to a map f ′ such that p ◦ f ′ = f. Indeed, given such an f ′ we have

(F (p) ◦ F (f ′))(ξ) = F (f)(ξ) = η.

Therefore, F (f ′)(ξ) is in the fiber of F (p)−1(η), which from the previous considera-
tions equals the orbit of η′ under tF⊗I. At the same time tF⊗I also acts transitively
on hR(p)

−1(f) which is thus the orbit of f ′. In other words there exists σ ∈ tF ⊗ I
such that σ[F (f ′)(ξ)] = η′ and we can replace f ′ with g′ = σ · f ′ to obtain

F (g′)(ξ) = η′ and p ◦ g′ = f.

We have left to lift f to f ′. Since f : R −→ A and R = lim←−
q

Rq, f must factor through

Rq for some q ∈ N. Therefore, if we consider the fiber product

Rq ×A A
′ A′

Rq A,

p

f

it is sufficient to complete the following diagram

Λ[[T1, .., Tr]] Rq ×A A
′ A′

Rq+1 Rq A

w pr2

pr1 p

πq+1 f

4A non-empty set X is an homogeneous space for a group G if X is equipped with a transitive
action of G and where the stabilizer subgroup of every point is trivial (meaning that for every
x, y ∈ X there exists a unique g ∈ G such that xg = y).
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by lifting to a map h : Rq+1 −→ Rq ×A A
′. This way, thanks to the commutativity,

we get a map f ′ := pr2 ◦ h such that p ◦ f ′ = f .
Now either pr1 has a section, in which case the lift is obvious, or pr1 is es-

sential5, in which case w is surjective by definition. Now H1 implies the map
F (Rq ×A A

′) −→ F (Rq) ×F (A) F (A
′) is surjective, hence ξq ∈ F (Rq) lifts back to

F (Rq ×A A
′). This implies Jq+1 ⊆ ker(w) by minimality of Jq+1, hence w factors

through Rq+1, which completes the proof of smoothness. Hence (R, ξ) is a hull.

Finally, under H4, we prove that hR(A) −→ F (A) is an isomorphism by induc-
tion on the length of A. Suppose it’s true for A and let p : A′ −→ A = A′/I be
a small map. Let η ∈ F (A). Now hR(p)

−1(f) and F (p)−1(η) are principal homo-
geneous spaces under tF ⊗k I. This implies hR(A) −→ F (A) is injective since for
every η ∈ F (A) there is a unique σ ∈ tF ⊗k I such that σ[F (f)](ξ) = η, i.e there is
a unique g = σ · f such that F (g)(ξ) = η. Moreover, hR(A

′) −→ F (A′) is surjective
since hR −→ F is smooth, and it follows that hR(A

′) −→ F (A′) is bijective, which
completes the proof.

2.4.1 Relatively representable functors

Given a functor F : CΛ −→ Sets, let us now consider a subfunctor F ⊆ F such that
F(A) ⊆ F (A) for every object A and F(k) = F (k) is a singleton. We would like to
apply Schlessinger’s criterion to F . We need firstly the following definitions.

Definition 2.4.11. In any category where fiber products exist a commutative dia-
gram of the form

D B

A C

is cartesian if the induced map D −→ A×C B is an isomorphism.

Definition 2.4.12. The subfunctor F is relatively representable if for all the dia-
grams in CΛ of the form

A×C B B

A C

q

p g

f

5The map p : B −→ A is essential if for very q : C −→ B surjectivity of p ◦ q implies surjectivity
of q.
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the square

F(A×C B) F(A)×F(C) F(B)

F (A×C B) F (A)×F (C) F (B)

Φ̃A×CB

⊆ ⊆
ΦA×CB

is Cartesian.

F is said relatively representable because in a certain sense its representability
depends on the representability of the ”main” functor F . Indeed, if F satisfies
condition H1,H2,H3,H4 so does F . In the same way, if F satisfies the tangent
space hypothesis so does F and so F is nearly representable if so is F . This comes
directly from the definition we gave above of relatively representable because

• the injectivity of the upper horizontal map just depends on the injectivity of
the lower horizontal map thanks to the commutativity of the diagram. Indeed,
Φ̃A×CB is just the restriction of ΦA×CB to F(A ×C B) and so it is injective in
and only if so is Φ̃A×CB;

• the surjectivity of the upper horizontal map depends on the fact the diagram
is cartesian. Indeed, considered any cartesian diagram in the category of set of
the form

D B

A C,

h

h

we have that

D ≃ A×C B = {(a, b) ∈ A×C B : h(a) = b} = {(a, h(a)) ∈ A×B}

Then if the map h is surjective, then D ≃ h−1(B) × B and then the upper
horizontal map is just the canonical projection and so it is surjective.

Therefore, if F is relatively representable, Φ̃A×CB is bijective if ΦA×CB is so. More-
over, since tF = F(k[ϵ]) ⊆ F (k[ϵ]) = tF , if tF is a finite dimensional vector space
over k then so is tF .

Remark 2.4.13. Assumed that F is pro-representable and that RF is its representa-
tion ring, one could wonder if there is a relation between this ring and the ring that
represents F . It turns out that F is represented by a quotient Λ-algebra RF of RF .
This is a consequence of the following lemma.
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Lemma 2.4.14. Let R be a coefficient Λ-algebra and let hR : CΛ −→ Sets the covari-
ant functor represented by R. Let φ : R1 −→ R2 be a homomorphism of coefficients
Λ-algebras and denote by φ again the natural transformation of functors on CΛ which
is induced by φ, φ : hR2 −→ hR1 . Then the following properties are equivalent

1. the ring homomorphism φ : R1 −→ R2 is surjective;

2. the natural transformation φ : hR2 −→ hR1 is injective6, i.e. we may identify
hR2 as a subfunctor of hR1.

Proof. Since for every object A of CΛ, the functor Hom(−, A) is controvariant and
left-exact, if φ : R1 −→ R2 is surjective then Hom(R1, A) −→ Hom(R2, A) is in-
jective. Hence, 1. implies 2.. To prove that 2. implies 1. note that since φ is a
homomorphsim of coefficient Λ-algebras it induces the identity on residue fields.
Since Ri are complete, noetherian, local rings then it is sufficient that φ : R2 −→ R1

is surjective on the Zariski cotangent spaces t∗R1
and t∗R2

7. But, thanks again to
the controvariant left-exact functor Hom(−, k), we must show dually that the map
induced by φ

Hom(t∗R1
, k) Hom(t∗R2

, k)

is injective. By Proposition, 2.3.10, this is equivalent to check that the map φ : hR2(k[ϵ]) −→
hR1(k[ϵ]) is injective, which is by 2..

Therefore, assuming that F and F are both pro-representable, since F is a sub-
functor of F , there in an injective natural transformation between them. Then, for
the lemma above, there is a surjective map φ : RF −→ RF , which means, by the
First Isomorphism Theorem, that RF ≃ RF/ ker(φ).

Remark 2.4.15. It’s worth explaining why, if R1 and R2 are objects of CΛ, an homo-
morphism φ : R1 −→ R2 is surjective if and only if it is surjective on the corrispondent
Zariski tangent space. We can state the following lemma.

Lemma 2.4.16. Let f : A −→ B a morphism in CΛ. The following are equivalent.

(1) f is surjective;

(2) mA/m
2
A −→ mB/m

2
B is surjective;

(3) mA/(m
2
A,mΛA) −→ mB/(m

2
B,mΛB) is surjective.

6A natural transformation in injective if and only if each component in injective.
7For the definition of Zariski cotangent space see Definition 2.3.8.
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Proof. Let us show that (1) =⇒ (2). Assume that f is surjective. Since f is a ring
coefficient homomorphism, we have f(mA) ⊆ mB. Let y ∈ mB and x ∈ A such that
f(x) = y. Moreover, we know that f induces an isomorphism A/mA −→ B/mB,
which means that x ∈ mA. Hence the induced mapmA/m

2
A −→ mB/m

2
B is surjective.

It is clear that (2) =⇒ (3). Let us now show that (3) =⇒ (2). The map f gives rise
to a canonical commutative diagram

(mΛA+m2
A)/m

2
A mA/m

2
A mA/(mΛA,m

2
A) 0

(mΛB +m2
B)/m

2
B mB/m

2
B mB/(mΛB,m

2
B) 0

with exact rows. Hence, if (3) holds so does (2). We have left to prove (2) =⇒
(1). Let us then assume (2). By one of the equivalent formulations of Nakayama’s
Lemma, it is sufficient to show that A/mA −→ B/mAB is surjective. But since
k = A/mA = B/mB, then it suffices to show that mAB −→ mB is surjective.
Indeed, this way we’d get B/mAB ≃ B/mB and hence A/mA −→ B/mAB ≃ B/mB

would be bijective. Applying Nakayama’s Lemma once more it is sufficient to show
that mAB/(mABmB) −→ mB/m

2
B is surjective. But since (2) holds and we have

the following factorization

mA/m
2
A mAB/(mABmB) mB/m

2
B,

mAB/(mABmB) −→ mB/m
2
B must be surjective.

2.5 Existence of the universal deformation

2.5.1 Mazur–Ramakrishna’s Theorem

In this section we will apply Schlessinger’s criterion to the deformation functor in-
troduced above

DΛ : CΛ Sets

given by

DΛ(A) = {deformations of ρ̄ to A}

where

ρ̄ : Π GLn(k)
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is a fixed residual representation with Π a profinite group satisfying the p-finitness
condition (see Definition 1.4.5) and k a finite field of characteristic p. Before stating
the main theorem of this section which will prove that D0

Λ is pro-representable we
need some definitions.

Definition 2.5.1. Let ρ̄ be a fixed residual representation. Then we define

C(ρ̄) = HomΠ(k
n, kn) ≃ {P ∈ Mn(k) : P ρ̄(g) = ρ̄(g)P ∀g ∈ Π}.

Definition 2.5.2. Let ρ̄ be a fixed residual representation and let ρ be a deformation
of ρ̄ to a coefficient Λ-algebra. We define

CA(ρ) = HomΠ(A
n, An) ≃ {P ∈ Mn(A) : Pρ(g) = ρ(g)P ∀g ∈ Π}.

Remark 2.5.3. In particular C(ρ̄) = Ck(ρ).

We can now state the theorem.

Theorem 2.5.4 (Mazur, Ramakrishna). Suppose Π is a profinite group that satis-
fies the p-finiteness condition Φp, ρ̄ : Π −→ GLn(k) is a continuous residual repre-
sentation and Λ is a complete Noetherian local ring with residue field k. Then the
deformation functor DΛ always satisfies properties H1,H2 and H3. Moreover, if
C(ρ̄) = {λ idn : λ ∈ k}, then DΛ also satisfies property H4.

We will prove the theorem above in different steps, but before exposing the proof
it is worth talking a little bit about the last hypothesis of the theorem, i.e. C(ρ) =
{λ idn : λ ∈ k}. In order to do this, let us give the following definition.

Definition 2.5.5. A representation ρ̄ : Π −→ GLn(k) is called reducible if the rep-
resentation space kn has a proper subspace that is invariant under the action of ρ̄.
It is called irreducible if no such subspace exists. Finally ρ̄ is said to be absolutely
irreducible if there is no extension k′/k such that ρ̄⊗ k′ is reducible.

Remark 2.5.6. ρ̄⊗k k
′ : Π −→ GLn(k

′) is the representation obtained by ρ̄ extending
the scalars and considering (k′)n with the action of ρ̄ on the first factor of (kn⊗kk

′) ≃
(k ⊗k k

′)n ≃ (k′)n. Therefore, ρ̄ and ρ̄ ⊗k k
′ are essentially the same representation

viewing GLn(k) ⊆ GLn(k
′). If we then choose k′ = k̄ the algebraic closure of k and

ρ̄ is absolutely irreducible then ρ̄ is irreducible when we extends the scalar to k̄.

Then the following lemma holds.

Lemma 2.5.7 (Schur’s lemma). If ρ̄ : Π −→ GLn(k) is absolutely irreducible then
C(ρ̄) = {λ idn : λ ∈ k}.
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Proof. First of all let us consider k̄ a fixed algebraic closure of k. Then since ρ̄ is
absolutely irreducible, ρ̄⊗k k̄ is irreducible. Despite the little abuse of notation, let
us call ρ̄ ⊗k k̄ again ρ̄. Let us now take P ∈ Mn(k̄) such that P ρ̄(g) = ρ̄(g)P for
all g ∈ G. Then, since k̄ is algebraically closed, P has an eigenvalue λ ∈ k̄. If we
consider the matrix P − λ idn and the endomorphism Φ associated with this matrix,
then Φ ∈ C(ρ̄) is not injective. But since ρ̄ is irreducible and ker(Φ) is stable under
the action of ρ̄, we must have ker(Φ) = k̄n, i.e. P = λ idn for some λ ∈ k̄.

2.5.2 Proof of Mazur–Ramakrishna’s Theorem

We will now prove Mazur–Ramakrishna’s theorem in different steps. Note first
of all that if R0, R1, R2 are artinian coefficient Λ-algebras and Φ1 : R1 −→ R0,
Φ2 : R2 −→ R0 are coefficient homomorphisms, then for every i = 1, 2, 3, Γn(Ri)
(defined in Remark 2.2.2) acts by conjugation on Ei = Homρ̄(Π,GLn(Ri)), the set
of homomorphism that reduce to ρ̄ when going modulo mRi

. From Definition 2.2.8
of the deformation functor

DΛ(Ri) = Ei/Γn(Ri),

where we denote by Ei/Γn(Ri) the set of equivalence classes of the representations
in Ei determined by the conjugacy action of Γn(Ri) (see Definition 2.2.3).

Remark 2.5.8. If A,B are coefficient rings and f : A −→ B is surjective, then
the induced map f̃ : Γn(A) −→ Γn(B) is well defined and surjective. In fact, the
following diagram

GLn(A) GLn(A/mA)

GLn(B) GLn(B/mB)

πA

f g

πB

commutes and so if P ∈ Γn(A) = ker(πA) then (πB ◦ f)(P ) = πA(P ) = idA/mA

because g is an isomorphism and so f(P ) ∈ Γn(B). Moreover f̃ is surjective. Indeed,
if Q ∈ Γn(B), then since f is surjective there exists P ∈ GLn(A) such that f(P ) = Q.
Then P ∈ Γn(A) because πA(P ) = g−1(πB(f(P ))) = g−1(πB(Q)) = idA/mA

.

Recalling the map

ΦR1×R0
R2 : E3/Γn(R3) E1/Γn(R1)×E0/Γn(R0) E2/Γn(R2),

where R3 = R1 ×R0 R2. we are now ready to start the prove of the theorem.

Lemma 2.5.9. DΛ satisfies property H1.
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Proof. Let us consider the following diagram:

R1 ×R0 R2 R2

R1 R0

q

p g

f

and suppose that the map g : R2 −→ R0 is small. We want to prove that if we
have a pair (ρ1, ρ2) of deformations to R1 and R2 respectively which induce the
same representation to R0, we can paste them together to get a deformation of
R1 ×R0 R2 = R3 . This is clear for homomorphism, i.e. for elements of Ei but we
need to check we can pick representatives for the strict equivalence classes so that
they match when projected down to R0. Let us then pick any two representatives
ϕ1 and ϕ2 of ρ1 and ρ2 respectively. Since they are equivalent when projected down
to R0, there exists a matrix M̄ ∈ Γn(R0) such that ϕ̄1 = M̄−1ϕ̄2M̄ . But since the
map g is surjective, so is the induced map Γn(R2) −→ Γn(R0). Therefore, we can
lift M̄ to M ∈ Γn(R2). Then ϕ1 and M

−1ϕ2M have the same image in GLn(R0) and
so they define an homomrphism ϕ3 ∈ E3. The strict equivalence class of ϕ3 maps to
(ρ1, ρ2) and so ΦR1×R0

R2 is surjective.

We want now to understand when the map ΦR1×R0
R2 is injective. In order to do

this we need the following two lemmas.
Let ϕ2 ∈ E2 and let ϕ0 ∈ E0 be its image through the composition with the homo-
morphism R2 −→ R0 . Then we can define

Gi(ϕi) = {P ∈ Γn(Ri) : P commutes with the image of ϕi in GLn(Ri)}.

Lemma 2.5.10. If for all ϕ2 ∈ E2 the map

G2(ϕ2) G0(ϕ0)

is surjective then the map ΦR1×R0
R2 is injective.

Proof. Suppose ϕ and ψ are elements of E3 that induce elements ϕi and ψi in Ei for
every i = 0, 1, 2. If ϕ and ψ have the same imagine under ΦR1×R0

R2 , for every i = 1, 2

there is a matrix Mi ∈ Γn(Ri) such that ϕi = MiψiM
−1
i . Mapping down to E0 we

have
ϕ0 = M̄1ψ0M̄

−1
1 = M̄2ψ0M̄

−1
2

and so M̄2M̄1
−1

commutes with the image of ϕ0, i.e. M̄2M̄1
−1 ∈ G0(ϕ0). Thanks to

the surjectivity we know that there exists N ∈ G2(ϕ2) which maps to M̄2M̄1
−1
. Let

now, N2 = N−1M2. We have
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N−1
2 ϕ2N2 =M−1

2 Nϕ2N
−1M2 =M−1

2 ϕ2M2 = ψ2.

Moreover the image of N2 in Γn(R0) is:

N̄2 = (M̄2M̄1
−1
)−1M̄2 = M̄1.

SinceM1 andN2 have the same image in Γn(R0), the pair (M1, N2) defines an element
M ∈ Γn(R3) and we have MψM−1 = ϕ. Thus ψ and ϕ are strictly equivalent and
the lemma is proved.

We can then state the following lemma.

Lemma 2.5.11. DΛ satisfies hypothesis H2.

Proof. Set R0 = k and R2 = k[ϵ]. Since the reduction k[ϵ] −→ k is small, by Lemma
2.5.9 the map ΦR1×R0

R2 is surjective. Injectivity will the follow if we know that the
map G2(ϕ2) −→ G0(ϕ0) is always surjective. But when R0 = k, Γn(R0) consists only
of the identity matrix and consists only of identity matrix. So surjectivity holds and
the thesis is proved.

Before proving hypothesis H3 we need the following definition.

Definition 2.5.12. An abelian elementary group is an abelian group in which all
elements have the same order,which is a prime number.

Remark 2.5.13. An abelian elementar group of order p is a (Z/pZ)-vector space.

Remark 2.5.14. If k is a finite field of characteristic p, then Γn(k[ϵ]) is a finite p-
elementar abelian group. Indeed, Γn(k[ϵ]) = idk +ϵMn(k), where idk is the identity
matrix in Mn(k). Then, since for every M ∈ Mn(k), using the binomial expansion
and considering that k has characteristic p, (idk +ϵM)p = idk +ϵM , every element in
Γn(k[ϵ]) has order p.

We are now ready for the following lemma.

Lemma 2.5.15. DΛ satisfies hypothesis H3.

Proof. Let Π0 = ker(ρ̄) and let ρ be a lift or ρ̄ to k[ϵ]. If x ∈ Π0 then we have
ρ̄(x) = idk and so ρ(x) ∈ Γn(k[ϵ]). Hence ρ determines a map from Π0 to Γn(k[ϵ]).
Moreover, two lifts that determine the same map must be identical. Indeed, if ρ and
ρ′ are two lifts that coincide on Π0, since we have the following factorizations

Π/Π0 ρ(Π)/ρ(Π0) ≃ ρ̄(Π)
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Π/Π0 ρ′(Π)/ρ′(Π0) = ρ′(Π)/ρ(Π0) ≃ ρ̄(Π),

then ρ(Π) ≃ ρ′(Π), i.e. they are equivalent representation.
Since Π is profinite and Π0 is closed and of finite order, Π0 is open. Moreover,

as we said above Γn(k[ϵ]) is a finite p-elementary abelian group and hence it is a
(Z/pZ)-vector space. By the p-finiteness condition Φp, there are many finitely maps
from Π0 to Γn(k[ϵ]). Hence DΛ(k[ϵ]) is a finite set because, as we just proved, two
lifts that determine the same map from from Π0 to Γn(k[ϵ]) must be equivalent.

Remark 2.5.16. This proof relies on the fact that the residue field k is finite. Indeed, if
we consider a field k of characteristic p which is a finitely dimensional (Z/pZ)-vector
space, then so is Γn(k[ϵ]). Then if d = dimk(Γn(k[ϵ])), Γn(k[ϵ]) ≃ (Z/pZ)⊕d and
Homcont(Π0,Γn(k[ϵ])) ≃ Homcont(Π0, (Z/(pZ))

⊕d) ≃ (Homcont(Π0,Z/pZ))
⊕d. Then,

thanks to the p-finiteness condition Homcont(Π0,Γn(k[ϵ])) is finite.

We have left to prove the last part of Mazur–Ramakrishna theorem. However,
we need first the following lemma.

Remark 2.5.17. By a little abuse of notation we will say that C(ρ̄) = k when C(ρ̄) =
{λ idk : λ ∈ k} to ease the notation.

Lemma 2.5.18. If C(ρ̄) = k, then for every i = 0, 1, 2 we have Gi(ϕi) ⊆ Ri, i.e.
Gi(ϕi) consists only of scalar matrices in Γn(Ri).

Proof. We will prove the stronger assertion that for any deformation ρ of ρ̄ to an
artinian coefficient ring A we have CA(ρ) = A.
Since A −→ k is surjective, by Remark 2.4.3 it factors through a sequence of small
extensions. We know that C(ρ̄) = k by assumption. It is then sufficient to prove
the alternative claim: if A −→ B is a coefficient ring small homomorphism and
CB(ρB) = B then CA(ρA) = A, where ρB is the representation induced by the map
A −→ B. Let c ∈ CA(ρA). Then by assumption the image of c ∈ CB(ρB) is a
scalar matrix (note that if C ∈ Mn(A) commutes with ρA and f : A −→ B then f(c)
commutes with ρB). Suppose c 7−→ r̄, where the scalar r̄ ∈ B is the image of r ∈ A.
Then we can write c = r id+tM , where t is a generator of the kernel of A −→ B
(recall that the kernel is a principal ideal for the small assumption) andM ∈ Mn(A).
Since c commutes with ρA we have that for every g ∈ Π

(r id+tM)ρA(g) = ρA(g)(r id+tM).

Since scalars commute with everything we have

MρA(g) = ρA(g)M.
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Reducing modulo mA and using the hypothesis C(ρ̄) = k then we see that M must
be of the form M = s id+M1, where s ∈ A and M1 ∈ Mn(mA). But since the map
A −→ B is small, we know that tmA = 0 and so tM1 = 0. Therefore

c = r id+tM = r id+t(s id+M1) = (r + ts) id

and the thesis is proved.

We are now ready to state the following lemma which prove the last part of
Mazur–Ramakrishna’s theorem.

Lemma 2.5.19. Suppose C(ρ̄) = k. Then property H4 is true.

Proof. From the previous lemma we know that for every i = 0, 1, 2, Gi(ϕi) consists
only of scalar matrices in Γn(Ri). Indeed, Gi(ϕi) ≃ 1 + mRi

. Then for i = 1, 2,
since by the hypothesis of H4 Ri −→ R0 is small we have that the map 1 +mRi

≃
Gi(ϕi) −→ G0(ϕ0) ≃ 1+mR0 is surjective. Then combining Lemma 2.5.9 and Lemma
2.5.10 the thesis follows.

We have finally proved that if Π is a profinite group satisfying the p-finiteness
condition Φp and

ρ̄ : Π GLn(k)

is a continuous residual representation such that C(ρ̄) = k, then there exists a ring
R = R(Π, k, ρ̄) ∈ CΛ and a deformation ρ of ρ̄ to R

ρR : Π GLn(R)

such that any deformation of ρ̄ to a coefficient Λ-algebra A is obtained by ρR by
a unique morphism R −→ A. More precisely, for every coefficient Λ-algebra A
and every lift ρ : Π −→ GLn(A) of ρ̄, there exists a unique coefficient Λ-algebra
homomorphism h : R −→ A such that ρ = h ◦ ρR.

Definition 2.5.20. We call R the universal deformation ring and ρR the universal
deformation of ρ̄.

The ring R = R(Π, k, ρ̄) is unique in the followimg sense.

Theorem 2.5.21 (Mazur). Suppose

ρ̄ : Π −→ GLn(k)
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is a continuous residual representation such that C(ρ̄) = k. If ρ̄′ is a representation
equivalent to ρ̄⊗ χ, for some character χ, then there is an isomorphism

r(ρ̄′, ρ̄) : R(Π, k, ρ̄) R(Π, k, ρ̄′)

mapping the universal deformation of ρ̄ to the universal deformation of ρ̄′.

Proof. See [5, Theorem 3.11].
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Chapter 3

Properties of the universal
deformation and Galois
representations

In the previous chapter, we proved that under certain precise conditions universal
deformations exist. The aim of this chapter will be to study the properties of the
universal deformation ring. In order to be consistent with the previous sections
we’ll continue to use the same notation. In particular, Π will be a profinite group
satisfying the p-finiteness condition Φp. We will more and more think of Π as being
either GK,S (defined in Subsection 1.4.2) for some number field K and some set of
primes S including the archimedean primes or the absolute Galois group of a number
field.

Introducing the powerful tool of Galois cohomology, we will prove a very inter-
esting result: the universal deformation ring R is simply a quotient of a power series
ring. Moreover, if the deformation problem is ‘unobstructed’, the universal deforma-
tion ring is precisely a power series ring over a fixed coefficient ring Λ. Finally, when
Π = GQ,S and k = Fp and certain conditions are satisfied, R can be proved to be
isomorphic to Zp[[T1, T2, T3]], i.e. a power series ring of just three variables.

3.1 Tangent spaces and cohomology groups

In this section we will express the tangent space of the deformation functor in terms
of cohomology groups. In order to do that, we need first to review the following
definitions.

57
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Definition 3.1.1. Let G be a group and A an abelian group endowed with an
action φ of G by automorphisms, i.e. a group homomorphism φ : G −→ Aut(A)
where Aut(A) is the automorphism group of A. Then, if we suppress φ and indicate
its action by · we have the following definitions.

• A 1-cocycle of G in A is a function f : G −→ A satisfying

f(gh) = f(g) + g · f(h).

• A 1-coboundary is a function f : G −→ A such that there exists a ∈ A such
that for all g ∈ G

f(g) = g · a− a.

Remark 3.1.2. Both 1-cocycles and 1-coboundaries form an abelian group under
pointwise addition of functions. Moreover, it is easy to check that 1-coboundaries
are 1-cocycles. It is then natural to give the following definition.

Definition 3.1.3. The first cohomology group of G on A, which we denote by
H1(G,A), is the quotient of the group of 1-cocycles by the subgroups of 1-coboundaries.

Let us now go back to the study of our deformation functor fixing a residual
representation ρ̄ : Π −→ GLn(k) such that C(ρ̄) = k and a coeffiecient ring Λ. From
Theorem 2.5.4 we know that the functor D = Dρ̄,Λ is representable by a coefficient
ring R. Recalling the definition of the tangent space tD of D, namely tD = D(k[ϵ]),
thanks to the representability of D and Proposition 2.3.10, we have

tD = D(k[ϵ]) = HomΛ(R, k[ϵ]) = Homk(mR/(m
2
R,mΛ), k) = tF .

Let g ∈ Π. Suppose that ρ̄(g) = a for some a ∈ GLn(k) and that ρ1 is a deformation
of ρ̄ to k[ϵ]. Then we must have ρ1(g) = a + bgϵ for some matrix bg ∈ Mn(k). In
other words ρ1 determines and it is determined by a map b : Π −→ GLn(k) sending
g to the matrix bg. Imposing the condition that ρ1 must be an homomorphism, up
to left multiplication for ρ−1

1 , we have that the map

Π Mn(k)

g bg

is a 1-cocycle, where the action of Π on Mn(k) is via conjugation, i.e.

g · bg = ρ̄(g)bgρ̄(g)
−1.

We are now ready for the following definition.
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Definition 3.1.4. The k-vector space Mn(k) with the conjugation of Π is called the
adjoint representation of ρ̄ and we denote it by Ad(ρ̄).

One can check that the association defined above, i.e.

tD H1(Π, Ad(ρ̄))

ρ1 b

is an isomorphism and in particular cocycles corresponding to stricly equivalent lifts
differ by a coboundary. Moreover, it is not difficult to prove that the map above
is not just a group isomorphism but is an isomorphisms of k-vector spaces. This
gives a powerful result. Indeed, if we denote by d1 = dimkH

1(Π, Ad(ρ̄)), thanks to
the isomorphism above we have that d1 = dimk(tD). Consequently, we have that
d1 = dimk(Homk(mR/(m

2
R,mΛ), k)) = dimk(mR/(m

2
R,mΛ)). Since R is a local and

noetherian ring we can then apply Nakayama’s lemma to conclude that R is a Λ-
algebra generated by d1 elements {r1, ..., rd1}. That means that R is a quotient of a
power series ring in d1, variables over Λ, equivalently, there exists an exact sequence

0 I Λ[[X1, ..., Xd1 ]] R 0,

where I is the kernel of the surjective Λ-algebra homomorphism

Λ[[X1, ..., Xd1 ]] R

Xi ri.

Then one possible approach to understand R is so try to determine the dimension
d1 and the ideal I.

3.2 Obstructed and unobstructed deformation prob-

lems

In this section we’ll try to deepen the connection between deformation theory and
cohomology introducing the concept of obstruction to the lifting of a homomorphism.

Suppose we have two rings R1 and R0 in CΛ and a surjective Λ-algebras homo-
morphism R1 −→ R0 with kernel I satisfying I ·mR1 = 0. Suppose we are given a
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homomorphism ρ : Π −→ GLn(R0). We want to study when we can find a deforma-
tion of ρ to the ring R1. Of course we can find a set-theoretical lift, i.e. we can find
a function γ : Π −→ GLn(R1) that set-theoretically lifts ρ. But we look for γ to be
a group homomorphism. In order to test when it is a group homomorphism we have
to compute the following quantity

c(g1, g2) = γ(g1g2)γ
−1(g1)γ

−1(g2)

for every g1, g2 ∈ Π. Obviously, if γ was a group homomorphism then c(g1, g2) would
be equal to 1. However, we know that when we reduce modulo the ideal I we get a
group homomorphism. Therefore, we have that

c(g1, g2) = 1 + d(g1, g2),

where d(g1, g2) ∈ Mn(I) ≃ Ad(ρ̄) ⊗k I, where we can think of I as k-vector space
thanks to the assumption I ·mR1 = 0. It is not difficult to check that the map

Π× Π Ad(ρ̄)⊗k I

(g1, g2) d(g1, g2)

is a 2-cocycle1 and replacing γ by a different lift changes this cocycle by a 2−coboundary2.
Therefore, the element d(g1, g2) gives an element O(ρ0) in the cohomology group

H2(Π, Ad(ρ̄) ⊗k I) = H2(Π, Ad(ρ̄)) ⊗k I and this element is trivial if and only if
it exists a homomorphism Π −→ GLn(R1) lifting ρ0. This justifies the following
definition.

Definition 3.2.1. O(ρ0) is called the obstruction class of ρ0 relative to the map
R1 −→ R0.

Remark 3.2.2. It is not easy to compute obstruction classes in general. However, the
fact that lifts exist exactly when O(ρ0) = 0 tells us that when H2(Π, Ad(ρ̄)) = 0 the
deformation problem should be simpler, as it is shown in the following theorem.

Theorem 3.2.3. Suppose that C(ρ̄) = k3 and let R be the universal deformation
ring representing the functor DΛ. Set then

d1 = dimkH
1(Π, Ad(ρ̄)), d2 = dimkH

2(Π, Ad(ρ̄)).

1A 2-cocycle of the group G on a abelian group A is a map f : G×G −→ A such that for every
g1, g2, g3 ∈ G g1 · f(g2, g3) + f(g1, g2g3) = f(g1g2, g3) + f(g1, g2).

2A 2−coboundary of the group G on the abelian group A is a map f : G × G −→ A such that
f(g1, g2) = g1 · Φ(g2)− Φ(g1g2) + Φ(g).

3See Definition 2.5.2.



3.3. Galois representations 61

We have

dimKrull(R/mΛR) ≥ d1 − d2.

Moreover, if d2 = 0 we have equality in the formula above and precisely

R ≃ Λ[[X1, ..., Xd1 ]].

Proof. See [5, Theorem 4.2].

Definition 3.2.4. If d2 = 0 we say that the lifting problem is unobstructed.

There is, moreover, an open conjecture, called the Dimension Conjecture, which
says that if ρ̄ : Π −→ GLn(k) is an absolutely irreducible representation and R is the
universal deformation ring, we have

dimKrull(R/mΛR) = d1 − d2.

3.3 Galois representations

Let now K be a number field and S a set of primes of K. We will assume that S
contains all the primes p above and the primes at infinity. Finally let Π = GK,S and
let

ρ̄ : GK,S GLn(k)

be a residual representation such that C(ρ̄) = k and letR be its universal deformation
ring. From the previous section we know a lower bound for dimKrull(R/mΛR). We
want know to find a more explicit bound using results of Galois cohomology, in
particular the Tate’s Global Euler Characteristic Formula.

Theorem 3.3.1. Let us consider an extension K/Q of degree d ∈ N, a finite set S
of primes in K including all the infinite primes, M a finite GK,S-module such that
S contains all the primes dividing the order of M . For each prime v of K, let Kv be
the completion of K at v. In particular if v is a prime at infinity then Kv is either
R or C. Then the globar Euler’s characteristic formula is

|H0(GK,S,M)| · |H2(GK,S,M)|
|H1(GK,S,M)|

=
1

|M |d
∏
v∈S∞

|H0(GKv ,M)|,

where S∞ is the set of primes at infinity.
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Remark 3.3.2. In our situation we have M = Ad(ρ̄) which is a k-vector spaces and
so it has order a power of p. Therefore, S will include all the primes p above. In
this case all the cohomology groups will be also k-vector spaces and therefore all the
groups in the formula above have order a power of p. This means we can translate
the formula into the following statement about dimensions

dimkH
0(GK,S,M)− dimkH

1(GK,S,M) + dimkH
2(GK,S,M) =∑

v∈S∞

dimkH
0(GKv ,M)− d · dimkM .

Now let M = Ad(ρ̄) and di = dimkH
i(GK,S, Ad(ρ̄)), then the formula becomes

d0 − d1 + d2 =
∑
v∈S∞

dimkH
0(GKv ,M)− d · n2

and so

d1 − d2 = d0 + d · n2 −
∑
v∈S∞

dimkH
0(GKv , Ad(ρ̄)).

We can improve the formula, by computing d0. Indeed, we know that:

H0(GK,S, Ad(ρ̄)) = Ad(ρ̄)GK,S ,

which is the set of matrices in Mn(K) fixed by the conjugation of GK,S, i.e. C(ρ̄) = k.
Therefore d0 = 1. This proves the following proposition.

Proposition 3.3.3. Let K be a number field of degree d over Q. Consider ρ̄ : GK,S −→
GLn(k) a residual representation such that C(ρ̄) = k and let R be its universal de-
formation ring. Then

dimKrullR/mΛR ≥ 1 + d · n2 −
∑
v∈S∞

dimkH
0(GKv , Ad(ρ̄)).

This last formulas has many advantages, among which

• it only refers to the 0-th cohomology groups, which are only the fixed points
under the Galois action and so are easy to compute;

• the groups acting are the GKv , for v an archimedean prime, so that Kv is either
R or C and so GKv has either order one or two.
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Example 3.3.4. Let n = 2, p an odd prime number, K = Q, S containing p and
∞. In this situation there is only one infinite prime, and G∞ is a group of order two
generated by the complex conjugation σ. Since σ2 = 1 and p is odd, ρ̄(σ) is a matrix
of order two in GL2(k) and hence we must have

ρ̄(σ) ∼ ±
(
1 0
0 1

)
or ρ̄(σ) ∼ ±

(
1 0
0 −1

)
.

In the first case det(ρ̄) = 1 and we call ρ̄ an even representation; in the second case
det(ρ̄) = −1 and we say that ρ̄ is odd. It’s then easy to compute the dimension d0.
In fact if ρ̄ is even then ρ̄(σ) is a scalar matrix and so the action of G∞ on Ad(ρ̄)
is fixed. Therefore dimkH

0(G∞, Ad(ρ̄)) = dimk Ad(ρ̄) = 4. If ρ̄ is odd, instead, one
can easily check that dimkH

0(G∞, Ad(ρ̄)) = 2.

Recalling the formula of Proposition 3.3.3, we have then proved the following propo-
sition.

Proposition 3.3.5. Let p be an odd prime, let S be a set of rational primes including
p and ∞, let ρ̄ : GQ,S −→ GL2(k) be a residual representation satisfying C(ρ̄) = k
and let R be the universal deformation ring of ρ̄. Then

• if ρ̄ is even then dimKrullR/mΛ ≥ 1;

• ρ̄ is odd then dimKrullR/mΛ ≥ 3.

3.4 Universal ring of a Galois representation

In this section we will try to give an explicit description of the universal deformation
ring of a Galois representation. Let us introduce the general setup.

• k a finite field of positive characteristic p;

• S a finite set of primes in Q including p and ∞;

• QS the maximal extension of Q unramified outside S;

• Π = GQ,S = Gal(QS/Q);

• ρ̄ an absolutely irreducible representation or more generally C(ρ̄) = k.
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Let now Π0 = ker(ρ̄). Then Π0 is open, closed and of finite index and so it corresponds
to a subfield K of QS, whose elements are fixed by Π0. Therefore, there is a tower of
field Q ⊆ K ⊆ QS where the extension K/Q is Galois since Π0 is a normal subgroup
and finite since H = Gal(K/Q) ≃ Im(ρ̄) ⊆ GLn(k). Let S1 be the set of primes of
K above S.

Let ρ : Π −→ GLn(R) be the universal deformation of ρ̄. As above, let Γn(R)
be the kernel of the natural projection GLn(R) −→ GLn(k). If γ ∈ Π0 then ρ̄(γ) =
1 and therefore ρ(γ) ∈ Γn(R). This shows that the restriction of ρ to Π0 gives
an homomorphism Π0 −→ Γn(R). In order to continue this analysis we need the
following definition and lemma.

Definition 3.4.1. A pro-p-group is the inverse limit of an inverse system of discrete
finite p-groups.

Lemma 3.4.2. For any ring coefficient R ∈ C, Γn(R) is a pro-p-group.

Proof. See [5, Lemma 5.1].

Summing up, he have that the universal deformation ρ induces a homomorphism
Π0 −→ Γn(R) and Γn(R) is a pro-p-group. Therefore the homomorphism Π0 −→
Γn(R) must factor trough some pro-p-quotient of Π0. Any such quotient will be the
Galois group of a pro-p-extension of K. So let L be the maximal pro-p-extension of
K unramified outside S1. Then P = Gal(L/K) is a pro-p-group and we see that ρ
must factor trough Π̃ = Gal(L/Q). It follows that all the deformations must factor
through Π̃. Hence, the upshot of this discussion is that we can replace Π with Π̃
when studying the deformation theory of ρ̄. The crucial feature of Π̃ is that it has a
big normal subgroup P which is a pro-p-group, and the quotient Π̃/P is isomorphic
to the image of ρ̄, so that the sequence

1 P Π̃ Im(ρ̄) 1

is exact. The basic idea is now the following: in order to understand deformations
of ρ̄ to a coefficient Λ-algebra R, we need to understand all maps from P to Γn(R)
and then to consider how they may be extended to Π̃ in such a way as to be a
deformation of ρ̄. In order to simplify a little bit the situation, we will focus on tame
representations, whose definition is the following one.

Definition 3.4.3. We say that a residual representation ρ̄ is tame of the order if
Im(ρ̄) is not divisible by p.
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In this case the short exact sequence above tells us that Π̃ is a profinite group
with a normal pro-p-Sylow subgroup, which allows us to get the structure of Π̃ in a
quite explicit way.

In order to better understand the universal deformation of a tame representation
we need some group-theoretical results. Let us start with the following lemma.

Lemma 3.4.4 (Schur-Zassenhaus). Let G be a profinite group with a normal pro-
p Sylow group P of finite index in G. Let π : G −→ G/P be the projection on
the quotient. Then G contains a subgroup A such that π induces an isomorphism
φ : A

∼−−→ G/P . Furthermore, any two subgroups with this property are conjugate by
an element of P .

Remark 3.4.5. The main consequence of the lemma above is that G is the semi-direct
product of P and A. Indeed, the exact sequence

1 P G G/P 1π

splits since π ◦ φ−1 = idG/P . Then, equivalently, G = P ⊕ G/P ≃ P ⊕ A. Thanks
to this result, any homomorphism on G can be defined on P and A in a compatible
way.

Let us now go back to our background and assume that ρ̄ is a tame residual
representation. Since, P is a normal pro-p-Sylow subgroup of Π̃, by lemma 3.4.4, Π̃ is
the semi-direct product of P and a subgroup A ≃ Π̃/P ≃ Im(ρ̄). Moreover, since by
lemma 3.4.2 Γn(W (k))4 is a pro-p-group and the quotient GLn(W (k))/Γn(W (k)) ≃
Im(ρ̄), which has order not divisible by p, Γn(W (k)) is a pro-p Sylow subgroup.
Then, applying once again Lemma 3.4.4, we can find a subgroup H1 of GLn(W (k))
which is ismorphic to Im(ρ̄) and such that GLn(W (k)) ≃ H1⊕Γn(W (k)). Therefore,
supposing we have fixed a map P −→ Γn(W (k)), we can find a lift

ρ1 : Π̃ GLn(W (k))

inducing an isomorphism from A to H1. We get, then, an induced inclusion σ : A ↪→
GLn(W (k)), which we will fix from now on.

But for any coefficient ring R there is a canonical homomorphism W (k) −→ R
and hence a homomorphism σR : A −→ GLn(R). We let A acting on Γn(R) by
conjugation via this homomorphism (a direct computation shows that if M ∈ Γn(R)
and a ∈ A, then σ(a)Mσ(a)−1 ∈ Γn(R)).

4W (k) denotes the ring of Witt vectors over the field k.
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Given all this setup, recall that any deformation of ρ̄ induces an homomorphism
from P to Γn(R). We can now make this into a precise correspondence by taking
into account the A-action. Define a set-valued functor Eρ̄ on C, by defining for each
coefficient ring R

Eρ̄(R) = HomA(P,Γn(R)),

where HomA denotes the set of continuous homomorphism form P to Γn(R) which
commute with the action of A (A acts on P by conjugation, being P a normal
subgroup of G). We can now compare this functor to the deformation one. Notice
that since Π̃ is the semi-direct product of P and A and we considered the A-action,
any element ϕ ∈ Eρ̄(R), together with the map σR, defines a deformation of ρ̄ to
R. Hence there is a natural morphism Eρ̄ −→ Dρ̄. Moreover, we have the following
result.

Theorem 3.4.6 (Boston). The functor Eρ̄(R) is always representable. Furthermore,

1. if C(ρ̄) = k, the natural morphism of functors Eρ̄(R) −→ Dρ̄ is an isomor-
phism;

2. otherwise, the morphism is smooth and it induces an isomorphism on tangent
spaces.

Proof. See [5, Theorem 5.6].

To conclude this part on tame residual representations we can give the following
result, that gives a characterization of their universal deformation rings under certain
additional hypothesis. Before stating the theorem, we have to introduce some other
notations and recall the definition of the class number of a number field.

Let ρ̄ : Π −→ GLn(k) be a residual representation and let K be the field fixed by the
kernel of ρ̄ and set H = Gal(K/Q) ≃ Im(k). Let then S be a set of rational prime
and let S1 be the set of primes of K that lie above the primes in S. Let, then, ZS be
the set of non-zero elements x ∈ K such that the fractional ideal (x) generated by x
is the p-th power of some ideal and such that x is a p-th power in each completion
Kv for v ∈ S1. Of course, if x is already a p-th power in K, then x ∈ ZS. Both (K∗)p

and ZS are stable under the Galois action of H. Let BS denote the Fp[H]-module
ZS/(K

∗)p.

We can recall now the definition of ideal class group and class number of a num-
ber field.
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Definition 3.4.7. The ideal class group of an algebraic number field K is the quo-
tient group JK/PK , where JK is the group of fractional ideals of the ring of integers
of K and PK is its sbugroup of principal ideals.

Definition 3.4.8. Let K be a number field. The class number of K is the order of
the ideal class group of its ring of integers.

We are now ready to state the following the theorem.

Theorem 3.4.9 (Boston). Let p be an odd prime. Suppose that ρ̄ : GQ,S −→
GL2(Fp) is odd and absolutely irreducible. Let H = Im(ρ̄), and suppose that p does
not divide the order of H, so that ρ̄ is tame. Let K be the field fixed by the kernel of
ρ̄, and let S1 be the set of primes of K which lie above the prime in S. Let

V = coker
(
µp(K))

⊕
v∈S1

µp(Kv)
)
,

i.e. the cokernel of the map that coincides with the inclusion map in each factor,
and let B = BS defined as above. Both V and B are Fp[H]-modules. Suppose that
the class number of K is not divisible by p and that V and B are relatively prime to
Ad(ρ̄) as Fp[H]-modules. Then, the universal deformation R(ρ̄) satisfies

R(ρ̄) ≃ Zp[[T1, T2, T3]].

Proof. See [5, Theorem 5.7].
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Chapter 4

Applications of deformation
theory: from the modularity
theorem to Fermat’s Last Theorem

In this final chapter we will explore the profound implications of deformation theory
in algebraic number theory, focusing particularly on its role in proving some of the
most famous problems in modern Mathematics, such as the modularity theorem and
Fermat’s Last Theorem. For references for preliminaries notions about elliptic curve
and modular forms see respectively [13] and [4].

After recalling some fundamental concepts and constructions related to modular
forms, we will state the modularity theorem, which asserts that every elliptic curve
over Q is modular, meaning it can be associated with a modular form in the sense we
will explain in detail later on. This theorem was first proved for semistable elliptic
curves by the Andrew Wiles in 1993 with an important help from Richard Taylor
and involves sophisticated techniques from deformation theory of profinite groups.
In the last part of this chapter we will expose one of the most famous problems in the
history of Mathematics: Fermat’s Last Theorem. We will pay great attention on the
intuition had by the German mathematician Gerhard Frey in 1986. He realized that
there was a fundamental connection between the modularity theorem and the proof
of Fermat’s Last Theorem: once solved the former the latter follows in a very natural
way. An important role is played by Ribet’s theorem, a particular case of Serre’s
Epsilon Conjecture, which states that, under certain conditions, every residual Galois
representation is modular.

69
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4.1 Recall of some definitions and constructions

about modular forms

In the first section of this chapter we will recall a few definitions about modular
forms, which we will need to state the modularity theorem.

4.1.1 Congruence subgroups and modular curves

Definition 4.1.1. Let N be a positive integer. The principal congruence subgroup
of level N is

Γ(N) =

{
γ ∈ SL2(Z) : γ =

(
a b
d c

)
=

(
1 0
0 1

)
(mod N)

}
.

Definition 4.1.2. A subgroup Γ of SL2(Z) is a congruence subgroup of level N if
Γ(N) ⊆ Γ for some N ∈ Z+.

The main congruence subgroups are

Γ0(N) =

{
γ ∈ SL2(Z) : γ =

(
a b
c d

)
=

(
∗ ∗
0 ∗

)
(mod N)

}
,

Γ1(N) =

{
γ ∈ SL2(Z) : γ =

(
a b
d c

)
=

(
1 ∗
0 1

)
(mod N)

}
.

We know that SL2(Z) acts on the upper complex half-plane H via Möbius trans-
formations (

a b
d c

)
(z) :=

az + b

cz + d
,

where z ∈ H. We can then give the following definition.

Definition 4.1.3. The modular curve Y (Γ) is defined as the quotient space of orbits

Y (Γ) = Γ \ H = {Γτ : τ ∈ H}.

The modular curves with respect to Γ0(N),Γ1(N),Γ(N) are respectively Y0(N),
Y1(N), Y (N). They all inherit the quotient topology from the Euclidean topology
of H seen as a subspace of R2. One can endow Y (Γ) with a canonical structure
of Riemann surface which by the way is not compact. In order to compactify it,
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we add finitely many cusps in the following way: we extend the action of SL2(Z) to
H∞ := H∪P1(Q). Since SL2(Z) acts transitively on P1(Q), we can define a topology
on H∞ by saying that for all γ ∈ SL2(Z), γ(∞) has a basis of neighborhoods of the
form γ({τ ∈ H : I(τ) > M > 0} ∩ {∞}).

Proposition 4.1.4. The modular curve X0(N) := Γ0(N) \ H∞ is a compact and
connected Riemann surface.

Proof. See [4, Proposition 2.4.2].

We also have the following important result.

Theorem 4.1.5 (Shimura, Katz, Mazur, Eichler, Mumford). X0(N) is the set of
complex points of a smooth and projective curve defined over Q.

4.1.2 Oldforms and newforms

The complex vector space Sk(Γ1(N)) of cusp forms of weight k with respect to Γ1(N)
can be enowed with an inner product, which is defined as an integral over a com-
pactified modular curve and it is called the Petersson product.

Suppose M |N , then we have the trivial inclusion Sk(Γ1(M)) ⊆ Sk(Γ1(N)). We
want now to isolate the part that comes from the lower levels in Sk(Γ1(N)).

Definition 4.1.6. Let N ∈ Z+. For each d divisor of N , define

(Sk(Γ1(Nd
−1)))2 Sk(Γ1(N))

given by (f, g) 7−→ f(z)+dk−1g(dz) (it is easy to check that this map is well defined).
Then the subspace of old forms at level N is :

Sk(Γ1(N))old =
∑
p|N

ip((Sk(Γ1(Np
−1)))2),

where p is a prime and the subspace of new forms at level N is the orthogonal with
respect to the Peterson inner product :

Sk(Γ1(N))new = (Sk(Γ1(N))old)⊥.

Proposition 4.1.7. Sk(Γ1(N))new and Sk(Γ1(N))old are stable under the Hecke op-
erators ⟨n⟩ and Tn for all n ∈ Z+ and they have orthogonal bases of eigenforms away
from the level N, i.e for all n ∈ Z+ such that (n,N) = 1.
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Proof. See [4, Proposition 5.6.2].

We are now ready for the following definition.

Definition 4.1.8. We say that f =
∑
n≥0

∈ Sk(Γ1(N)) is a newform if it is a normal-

ized (i.e. a1(f) = 1) eigenform (for all the Hecke operators Tn and ⟨n⟩) in Sk(Γ1(N)).

4.1.3 Galois representation attached to a modular form

We would like to construct a Galois representation attached to a modular curve. We
could try to imitate the action of GQ on the ℓ-adic Tate module of an elliptic curve
E/Q, Tℓ(E) = lim←−

n

E[ℓn], which gives a Galois representation associated with E (up

to a change of basis of Z2
ℓ) :

ρE,ℓ : GQ −→ GL2(Zℓ) ⊆ GL2(Qℓ).

However, this is not possible because modular curves do not have a group structure
like elliptic curves. We need then to use the notions of Jacobian variety associated
with a Riemann surface and abelian variety associated with a normalized eigenform
f ∈ S2(N,χ).

Firstly, recall that the Jacobian variety of a Riemann surface X, that we denote
by J(X), is an abelian variety defined over Q isomorphic to a torus of dimension
equal to the genus of X, i.e. we have J(X) ≃ Cg/Λ, where Λ is a suitable lattice
and g is the genus of X. If then f ∈ S2(N,χ) is a normalized eigenform, the abelian
variety associated with f is the quotient Af := J(X1(N))/IZ,fJ(X1(N)), where IZ,f
is a prime ideal of the algebra generated by the Hecke operators TZ = Z[{Tn, ⟨n⟩ :
n ∈ Z+}], which acts on the Jacobian . Thanks to this notion we are now ready to
state and give a sketch of proof of the following theorem.

Theorem 4.1.9 (Theorem 9.5.4 in [4]). Let N ∈ Z≥1 and f =
∑
n

anq
n ∈ S2(Γ1(N), χ)

be a normalized eigenform of weight 2, level N , nebentypus χ and Hecke field1 Kf .
Then for any rational prime ℓ and any prime λ|ℓ of Kf there exists a Galois repre-
sentation ρf,λ : GQ −→ GL2(Kf,λ) unramified at every prime p ∤ ℓN and such that
ρf,λ(FrobP) satisfies the equation

x2 − ap(f)x+ χ(p)p = 0

1Let f =
∑
n

anq
n ∈ S2(Γ1(N), χ) be a normalized eigenform. The Hecke field of f is Kf =

Q({an}n). One can prove Kf is a number field.
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for any P|p and p ∤ ℓN . In particular, if f ∈ S2(Γ0(N)) = S2(Γ1(N),1), then the
characteristic polynomial of ρf,λ(FrobP) is x

2 − ap(f)x+ p.

Sketch of proof. For the first step we want to build a Galois representation of the form
ρX1(N),ℓ : GQ −→ GL2g(Qℓ) attached to X1(N), where g is the genus of the modular
curve X1(N). Thanks to algebraic geometry we know that there is an isomoprhism
Pic0(X1(N)) ≃ J1(N) ≃ Cg/Λ, where J1(N) = J(X1(N)). Then it makes sense
to naturally define the ℓ-adic Tate module of Pic0(X1(N)) as Taℓ(Pic

0(X1(N)) =
lim←−
n

Pic0(X1(N))[ℓn]. Then fixing a basis of Pic0(X1(N))[ℓn] in a compatible way,

we have that Pic0(X1(N))[ℓn] ≃ (Z/ℓnZ)2g and consequently Taℓ(Pic
0(X1(N)) ≃

(Zℓ)
2g. Since the action2 of GQ on Pic0(X1(N)) restricts to compatible actions on

Pic0(X1(N))[ℓn] for any n > 1, it induces an action on Taℓ(Pic
0(X1(N)). Then we

have a continuous representation ρX1(N),ℓ : GQ −→ GL2g(Zℓ) ⊆ GL2g(Qℓ), which is
unramified at any prime p ∤ ℓN and such that ρX1(N),ℓ(FrobP) satisfies the equation
x2 − Tpx+ ⟨p⟩p = 0 (note that the Hecke operators Tp and ⟨p⟩ and FrobP all act on
Pic0(X1(N)))[ℓn]).

For the second step we want to build a Galois representation ρAf ,ℓ : GQ −→ GL2d(Qℓ)
attached to Af , where d = [Kf : Q]. Again from algebraic geometry, we know that
Af is a complex torus of dimension d, i.e. Af ≃ Cd/Λ, for a suitable lattice Λ.
Then it makes sense to define its ℓ-adic Tate module as Taℓ(Af ) = lim←−

n

Af [ℓ
n].

Now, If for every n ≥ 1, we fix a basis of Af [ℓ
n] in a compatible way we have that

Taℓ(Af ) ≃ (Zℓ)
2d. The natural map

G : Pic0(X1(N))[ℓn] −→ J1(N)[ℓn] −→ (J1(N)/IZ,fJ1(N))[ℓn] = Af [ℓ
n]

is surjective and ker(G) is GQ-stable. Hence, the action of GQ on Taℓ(Pic
0(X1(N)))

induces an action of GQ on Taℓ(Af ), which gives a continuous Galois representation
ρAf ,ℓ : GQ −→ GL2(Zℓ) ⊆ GL2(Qℓ). One can prove that ρAf ,ℓ is unramified at every
prime p ∤ ℓN and that FrobP satisfies the equation x2− ap(f)x+χ(p)p = 0 for every
prime P|p and p ∤ ℓN .

For the last step we build the representation ρf,λ. First of all we define the Qℓ-
vector space Vℓ(Af ) := Taℓ(Af ) ⊗Zℓ

Qℓ endowed with an action of Of = TZ/IZ,f
and GQ. All these action commute with each other and so we can see Vℓ(Af ) as
a Of ⊗Z Qℓ-module. Recalling the last part of Subsection 1.5.3, we know that

2The action of GQ on Div0(X1(N)) is defined as σ(
∑

nPP ) =
∑

nPσ(P ). In particular, it
respects the degree of a divisor and hence it induces an action on Pic0(X1(N)).
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Of ⊗Z Qℓ ≃ (Of ⊗Z Q)⊗Q Qℓ ≃ Kf ⊗Q Qℓ ≃
∏
λ|ℓ

Kf,λ. Then Vℓ(Af ) =
∏
λ|ℓ

Vλ(Af ),

where Vλ(Af ) = Vℓ(Af )⊗Qℓ
Kf,λ. Obviously Vλ(Af ) is aKf,λ-vector space and thanks

to the commutativity of the actions it is stable under GQ. Moreover, it Vλ(Af ) has
dimension 2 over Kf,λ for every λ|ℓ. Finally the representation ρf,λ is given by the
action of GQ on Vλ(Af ). Thanks to the considerations in the previous steps, it is
clear that it satisfies the properties stated in the theorem.

4.2 Equivalent definitions of modularity

We will now introduce the concept of modular elliptic curve defined over Q. In order
to give an idea of what this means, we can think of a modular elliptic curve E/Q as
a quotient of a modular curve. However, there are many equivalent ways to define
when an elliptic curves is modular and in this section we will analyze some of them.
Our main goal will be to give a sketch of the proof of the modularity theorem using
the tools of deformation theory. Its statement is very easy and it is the following
one.

Theorem 4.2.1 (Modularity theorem). Every elliptic curve over Q is modular.

4.2.1 Modularity via modular curves

Definition 4.2.2 (Modularity-Version X). We say that an elliptic curve E/Q is
modular if for some N ≥ 1 there exists a surjective morphism of algebraic curves
defined over Q

X0(N) E.

Definition 4.2.3 (Modularity-Version J). We say that an elliptic curve E/Q is
modular if for some N ≥ 1 there exists a surjective morphism of algebraic curves
defined over Q

J0(N) E.

Proposition 4.2.4. Version X is equivalent to version J .

Proof. See [4, Section 6.1 and 6.2].

Definition 4.2.5. Let E/Q be an elliptic modular curve. The smallest N that can
occur in the definitions above is called the analytic conductor of E.
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4.2.2 Modularity via modular forms

Definition 4.2.6 (Modularity-Version A). We say that an elliptic curve E/Q is
modular if for some N ≥ 1, there exists a newform f ∈ S2(Γ0(N)) and a surjective
morphism of abelian varieties defined over Q

Af E.

Proposition 4.2.7. Version A is equivalent to version J .

Proof. See [4, Section 6.6].

In order to give other definitions of modularity via modular forms we need to
introduce the notion of algebraic conductor of an elliptic curve.

Definition 4.2.8. Given an elliptic curve E/Q in minimal form3, we define the
algebraic (or Arithmetic) conductor of E as the integer

NE =
∏

p prime

pfp ,

where 
0 if E has good reduction at p

1 if E has multiplicative reduction at p

2 if E has additive reduction at p ̸= 2, 3

2 + δp if E has additive reduction at p = 2, 3.

(Here δp depends on wild ramification of the action of inertia groups at p of GQ on
the Tate module Tp(E) and can be computed using Tate’s algorithm [14, Chapter
4]).

Remark 4.2.9. Note that NE is well-defined, since the primes of bad reduction are
those primes dividing the discriminant, so that the product is finite.

Definition 4.2.10. Let E/Q be an elliptic curve in minimal form. Then for every
prime p, we define

ap(E) := p+ 1−#Ẽ(Fp)

, where Ẽ is the reduction modulo p of E.

3A Weierstrass equation E/Q is minimal if it is minimal at p for all primes p (see [2]).
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Remark 4.2.11. This definition extends to prime powers as

ape(E) := pe + 1−#Ẽ(Fpe)

and, if we define a1(E) = 1, we can give a recurrence similar to the one satisfied by
the coefficients ape(E) of a normalized eigenform4 in S2(Γ0(N)) :

ape(E) = ap(E)ape−1(E)− 1NE
(p)ape−2(E)

for all e ≥ 2, where 1NE
is the trivial character modulo the algebraic conductor of E,

so that 1NE
(p) is 1 for primes of good reduction and 0 for primes of bad reduction.

Finally, we define an(E) for n not a prime power, by requiring anm(E) = an(E)am(E).
Therefore, the an(E) behave in the same way as the coefficients an(f) of a newform
f ∈ S2(Γ0(N)).

We can then give the following definition.

Definition 4.2.12 (Modularity-Version ap). We say that an elliptic curve E/Q
with conductor NE is modular if there exists a newform f ∈ S2(Γ0(NE)) such that
ap(E) = ap(f) for every prime p.

Proposition 4.2.13. Version X implies version ap.

Proof. See [4, Section 8.8]

4.2.3 Modularity via Galois representations

Let E be an elliptic curve with algebraic conductor NE and attached Galois repre-
sentation ρE,ℓ, where l is a prime number. We then have the followimg result.

Theorem 4.2.14 (Theorem 9.4.1 in [4]). The Galois representation ρE,ℓ is irreducible
and it is unramified at every prime p ∤ ℓNE. For any such p, let P ⊆ Z̄ be a maximal
ideal over p. Then characteristic polynomial of ρE,ℓ(FrobP) is x

2 − ap(E)x+ p.

We can now define when a Galois representation is modular.

Definition 4.2.15. An irreducible Galois representation ρ : GQ −→ GL2(Ql) such
that det(ρ) = χℓ is the ℓ-adic cyclotomic character, is called modular if there exists
a newform f ∈ S2(Γ0(Mf )) such that Kf,λ ≃ Qℓ for some λ|ℓ and such that ρf,λ ∼ ρ.

4For every p prime, the Hecke operator Tp satisfies Tpe = TpTpe−1−pk−1⟨p⟩Tpe−2 for e > 1. Then
if f ∈ S2(Γ0(N)) = S2(Γ1(N),1) is a newform, Tp(f) = ap(f)f and so ape(f) = ap(f)ape−1(f) −
1(p)ape−2(f), where 1 is the trivial character modulo N .
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We are now ready for the last two definitions of modularity.

Definition 4.2.16 (Modularity-Version R). We say that an elliptic curve E/Q is
modular if ρE,ℓ is modular for some prime ℓ.

This is the definition used to prove the modularity theorem, first for semistable5

elliptic curves (in 1995, by Wiles and Taylor) and later, for every elliptic curve (in
2001, by Breuil, Conrad, Diamond and Taylor).

Definition 4.2.17 (Modularity-Strong version R). We say that an elliptic curve
E/Q with algebraic conductorNE ismodular if there exists a newform f ∈ S2(Γ0(NE))
with number field Kf = Q such that ρf,ℓ ∼ ρE,ℓ for all primes ℓ.

Remark 4.2.18. Note that if Kf = Q, then Kf,λ = Qℓ for some ℓ prime. Then the
Galois representation ρf,λ coincides with ρf,ℓ.

With the next proposition we will prove that these two definitions are in fact
equivalent to Version aP .

Proposition 4.2.19. Version R ⇒ Version ap ⇒ Strong Version R (⇒ Version R)

Sketch of proof. (Version R ⇒ Version ap) Let E/Q be an elliptic curve with
algebraic conductor NE. Then assuming that E is modular in the sense of version
R, there exists a newform f ∈ S2(Γ0(Mf )), as in the definition above, such that
ρf,λ ∼ ρE,ℓ for a suitable maximal ideal λ of OKf

, the ring of integers of Kf . Thus,
by Theorem 4.1.9, x = ρE,ℓ(FrobP) satisfies x2 − ap(f) + p = 0, for any Frobenius
element FrobP, whereP lies over any prime p ∤ ℓMf , since this is true for ρf,λ(FrobP).
However the characteristic polynomial of x = ρE,ℓ(FrobP), for any FrobP such that
p ∤ ℓNE, is x

2−ap(E)x+p. Therefore, ap(f) = ap(E) for all but finitely many primes
(namely p ∤ ℓMfNE). Then one can prove that ap(f) = ap(E) for all primes p and
that Mf = NE, which is exactly Version ap.
(Version ap⇒ StrongVersion R) Again let E/Q be an elliptic curve with algebraic
conductor NE. Then assuming that E is modular in the sense of Version ap, there
exists a newform f ∈ S2(Γ0(NE)) such that ap(f) = ap(E) (∈ Z) for every prime
p. So ap(f) ∈ Z for every p, which implies, thanks the recursive formula of Remark
4.2.11, that Kf = Q. Hence, since Af is an abelian variety of dimension [Kf : Q],
it is an elliptic curve. Recalling the proof of Theorem 4.1.9, it is clear that this also
implies that ρf,ℓ = ρAf ,ℓ, which shows that ρf,ℓ is irreducible by Theorem 4.2.14.
For an arbitrary prime ℓ, the characteristic polynomial of the elements ρf,ℓ(FrobP)
and ρE,ℓ(FrobP) are x2 − ap(f)x + p and x2 − ap(E)x + p, respectively, for all but

5An elliptic curve E/Q is semistable is it has multiplicative reduction at every bad prime.
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finitely many primes p (namely p ∤ ℓNE). Thus, the characteristic polynomials of
ρf,ℓ(FrobP) and ρE,ℓ(FrobP) are equal on a dense set6 of GQ and since the trace and
the determinant are continuous, the characteristic polynomial of ρf,ℓ(σ) and ρE,ℓ(σ)
are equal for every σ ∈ GQ. One can prove that this implies that ρf,ℓ ∼ ρE,ℓ. Since
ℓ was arbitrary, this is strong Version R.

Corollary 4.2.20. Let E/Q be an elliptic curve. If ρE,ℓ is modular for some prime
ℓ, then it is modular for every l.

4.3 The modularity theorem: Wiles’s proof

In this section we will focus on some aspects of the proof of Wiles’s theorem, which
is a version of the modularity theorem for semistable elliptic curves.

Theorem 4.3.1 (Wiles). Every semistable elliptic curve E over Q is modular.

4.3.1 Outline of the proof

In this section we will start explaining the way Wiles’s proof of the modularity
theorem works. It will be clear that the proof deeply relies on deformation theory.
Indeed, let us start considering a residual Galois representation ρ0 : GQ −→ GL2(k),
where k is a finite field of characteristic p ≥ 3. We want ρ0 to satisfy the following
properties:

(A) ρ0 has determinant χp;

(B) ρ0 is semistable;

(C) ρ0 is absolutely irreducible;

(D) ρ0 is modular and if p = 3, ρ0|G(Q(
√

−3))
is absolutely irreducible.

Let us now explain the meaning of these conditions.

The condition (A). Let χp : GQ −→ Z∗
p denote the cyclotomic character (Ex-

ample 1.5.6). Since we are working with representation defined over k and later on
more generally on coefficient rings A, the determinant of the representation doesn’t
take values in Z∗

p. However in both cases we have a canonical (continuous in the

6This is another statement of Chebotarev’s density theorem.
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case of coefficient rings) ring morphism Zp ↠ Fp ↪→ k and Zp → A, and composing
χp with this canonical ring homomorphism we get a cyclotomic character (which we
still denote by χp) with values respectively in k∗ and A∗.

The condition (B).We need now to define the notion of semistability for a general
Galois representation. The reason for the name is not immediately clear reading the
definition but it is what one imagines: if E is a semistable elliptic curve, then the
representation ρE,p : GQ −→ GL2(Zp) attached to its Tate module is semistable in
the sense we are going to define.

Definition 4.3.2. Let R be a ring. We say that a representation ρ : GQ −→ GL2(R)
is ordinary at p if its restriction to the inertia subgroup Ip is (equivalent to one) of
the form (

χp ∗
0 1

)
.

Definition 4.3.3. Let k be a finite field of characteristic p, consider a representation
ρ̄ : GQp −→ Aut(M) on a finite abelian p-group M and denote by Mρ̄ is associated
GQp-module. We say that ρ̄ is flat if there exist a finite flat group scheme H/Zp such
that Mρ̄ ≃ H(Q̄p), as GQp-modules. We say then that a representation ρ̄ : GQ −→
Aut(M) is flat at p if its restriction to GQp is so.

Definition 4.3.4. Let R be a coefficient ring with finite residue field of characteristic
p, as defined in Section 2.1. We say that a Galois representation ρ : GQ −→ GL2(R)
is flat at p if for any ideal I of R with finite quotient ring R/I, the representation
ρ : GQp −→ GL2(R/I) is flat in the previous sense.

We can now define what a semistable representation is.

Definition 4.3.5. A Galois representation

ρ : GQ −→ GL2(R)

is called semistable at ℓ if

• (if ℓ = p) is either flat or ordinary (or both) at p;

• (if ℓ ̸= p) ρ|Iℓ ≃
(
1 ∗
0 1

)
.

Moreover we just say that ρ is semistable if so it is for every prime ℓ.
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The conditions (C) and (D). We have already introduced the notion of abso-
lute irreducibility of a representation (Definition 2.5.5). We have then left to define
modularity for finite fields.

Definition 4.3.6. Let k be a field of finite characteristic p. We say that a rep-
resentation ρ0 : GQ −→ GL2(k) ⊆ GL2(F̄p) is modular if there exists a newform
f ∈ S2(Γ0(Mf )) and a prime λ of Of ⊆ Kf such that the residual representaion7 of
ρf,λ, namely ρ̄f,λ : GQ −→ GL2(Of/λ) ⊆ GL2(F̄p) is equivalent to ρ0.

Remark 4.3.7. Note that the definition above is consistent with theorem 4.1.9. In-
deed, Taℓ(Af ) is an Of =

∏
λ|ℓ

Of,λ-module, where Of,λ is the ring of integers of Kf,λ.

Then Taλ(Af ) := Taℓ(Af ) ⊗Zℓ
Of,λ is an Of,λ-module of dimension 2 endowed with

a GQ-action. Hence, we get a map ρf,λ : GQ −→ GL2(Of,λ) ⊆ GL2(Kf,λ). It makes
then sense to consider the reduction of ρf,λ modulo λ.

Remark 4.3.8. If ℓ is a prime number and ρ̄E,ℓ : GQ −→ GL2(Z/ℓZ) is the Galois
representation attached to the point of ℓ-torsion of E, then Corollary 4.2.20 still
holds, i.e. if ρ̄E,ℓ is modular according to the definition above, for one prime ℓ, then
it is modular for every prime ℓ.

We want now to introduce a more general notion of modularity for coefficient
rings. We denote by T′(N) the subalgebra of End(S2(Γ0(N))) generated over Z by
the Hecke operators Tℓ for ℓ ∤ pN and the diamond operators ⟨d⟩, for d ∈ (Z/NZ)∗.

Definition 4.3.9. Let A be a coefficient ring with residue characteristic p. A repre-
sentation ρ : GQ −→ GL2(A) is said to be modular if there exists an integer N > 0
and homomorphism π : T′(N) −→ A such that ρ is unramified outside Np and for ev-
ery ℓ ∤ pN the characteristic polynomial of any Frobenius at ℓ is x2+π(Tℓ)x+π(⟨ℓ⟩)ℓ.

We can now come to deformation theory and give the following definition.

Definition 4.3.10. Let A be a coefficient ring. A deformation type D is a sub-
functor of the deformation functor Dρ0 , defined in Definition 2.2.8. A representation
ρ : GQ −→ GL2(A) is said to be deformation of type D if [ρ] ∈ D(A), where [ρ] is
the equivalence class of ρ as in Definition 2.2.3.

As the functorDρ0 , also the functorD is representable in many cases (in particular
in those of interest for us) and we have an analogous notion of universal deformation
ring RD and universal deformation ρD : GQ −→ GL2(RD) satisfying the following

7Obtained by composing the ρf,λ with the projection map Of,λ −→ Of,λ/λOf,λ ≃ Of/λ .
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universal property: for any deformation ρ : GQ −→ GL2(A) of ρ0 of type D there is
a unique homomorphism πA : RD −→ A such that the triangle

GQ GL2(RD)

GL2(A)

ρD

ρ
πA

commutes, or in other terms each deformation ρ of type D factors through GL2(RD)
via ρD.
We will be interested in deformation of ρ0 of type D, for D of a particular kind: let
S be the set of primes l ̸= p at which ρ0 is ramified, for any Σ finite set of primes
disjoint from S let DΣ(R) be the set of deformations ρ of ρ0 that roughly speaking
have the same local properties of ρ0, more precisely such that

• ρ has determinant χp;

• ρ is unramified outside S ∪ {p} ∪ Σ;

• ρ is semistable outside Σ;

• if p ̸∈ Σ and ρ0 is flat at p, then also ρ is flat at p.

The key abstract lemma in the proof of Wiles’s theorem is the following.

Lemma 4.3.11. Suppose ρ0 satisfies properties (A)-(D). Then any deformation ρ
of ρ0 of type DΣ, for Σ a finite set of primes as above, is modular in the sense of
Definition 4.3.10.

Remark 4.3.12. Let us denote TΣ = Σ∪ S ∪ {p}. The condition that every ρ of type
DΣ is unramified outside TΣ implies that every such ρ factorizes through GQ,TΣ

. Let
ρ′0 : GQ,TΣ

−→ GLN(k) be a residual representation

DTΣ
: C Sets

A {ρ : GQ,TΣ
−→ GLN(A) : ρ deformation of ρ′0}

be the deformation functor relative to ρ′0. Since GQ,TΣ
satisfies the p-finiteness con-

dition (see 1.4.5) for every prime p, the functor DΣ satisfies the hypothesis of Mazur–
Ramakrishna’s theorem 2.5.4. Moreover, there is an isomorphism of functors

DTΣ
DΣ

(ρ : GQ,TΣ
−→ GLN(A)) (ρ ◦ π : GQ −→ GLN(A)),

∼
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where π : GQ −→ GQ,TΣ
is the canonical projection. Then up to substitute DΣ with

DTΣ
, we can assume the conditions of Mazur–Ramakrishna’s theorem are satisfied.

Let us now come back to the concrete situation and let E/Q be a semistable
elliptic curve. Denote by ρE,p : GQ −→ GL2(Zp) the representation attached to the
p-adic Tate module of E and by ρ̄E,p : GQ −→ GL2(Fp) its reductionmod p, i.e. the
representation attached to the p-torsion group E[p].

For any prime p, ρ̄E,p satisfies hypothesis (A). Indeed, E[p] ≃ Z/pZ × Z/pZ and
there exists a pairing, called the Weil pairing

ep : E[p]× E[p] µp

(S, T ) ζ,

which is bilinear, alternating, non-degenerate, Galois-invariant and moreover ep(S, T ) =
ep(nS, T ) for every n ∈ Z, where µp ⊆ C is the multiplicative group of p-th roots of
unity. Then, if we fix a basis (P,Q) of E[p], then necessarily ep(P,Q) = ζ, where ζ
is a primitive p-th root. If we consider now σ ∈ GQ that acts on E[p] as the matrix(
a b
c d

)
, i.e. σP = aP + cQ and σQ = bP + dQ, then if ζ is a primitive p-th root

we have

σ(ζ) = σ(ep(P,Q)) = ep(σP, σQ) = ep(aP + cQ, bP + dQ) = 8

= ep(P,Q)
adep(Q,P )

bc = ep(P,Q)
ad−bc = ζad−bc.

Then by the definition of cyclotomic character, we have that σ(ζ) = ζχp(σ) and so
det(ρ̄E,p(σ)) = ad− bc = χp(σ). That completes the prove that condition (A) holds.

Since E is semistable then ρ̄E,p is semistable as well. Proving this implication is
not easy at all since more advanced tools are needed. However, as we said above
the definition of semistable representation is designed such that if E is a semistable
elliptic curve then the rappresentation associated with its Tate module is semistable
too.

In order to have (C) it is enough to ask for the irreducibility of ρ̄E,p. In fact, by a
theorem of Serre, for p ≥ 3, ρ̄E,p is either surjective or reducible, and hence, as we
will see in the following remark, the absolute irreducibility of ρ̄E,p its equivalent to
its irreducibility (see [10]).

8Bilinearity and ep(P, P ) = 1
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Remark 4.3.13. Note that for a representation ρ : G −→ GL2(F ) over any field
F , surjective implies irreducible as being reducible for ρ means that its image is
contained in a subgroup conjugate to

B(F ) =
{(a b

0 d

)
: a, b, d ∈ F

}
,

but the converse is in general false. The statement of the theorem of Serre cited above
can be therefore red as: for p ≥ 3, ρ̄E,p is surjective if and only if it is irreducible.

Let us explain moreover why this implies that irreducibility and absolute irre-
ducibility are therefore the same thing for ρ̄E,p. If ρ̄E,p is surjective then its image
contains matrices that cannot belong to the same F̄p-conjugate of B(F̄p), e.g.(

1 0
0 −1

)
and

(
0 1
1 0

)
.

In fact suppose that they both belong to αB(F̄p)α
−1, where α =

(
a b
c d

)
∈ GL2(F̄p).

Then the lower-left entry of

α

(
1 0
0 −1

)
α−1 and α

(
0 1
1 0

)
α−1

has to be 0, then both cd = 0 and c2 = d2, but this means that c = d = 0, but this
contradicts the fact that α ∈ GL2(F̄p). This shows that the image of

ρ̄E,p ⊗ F̄p : GQ GL2(Fp) ⊆ GL2(F̄p)
ρ̄E,p

is not contained in any conjugate of B(F̄p), as we observed this means that ρ̄E,p⊗ F̄p

is irreducible and so ρ̄E,p is absolutely irreducible.

Similarly as above, for p = 3 the irreducibility of ρ̄E,3 is equivalent to the abso-
lute irreducibility of ρ̄E,p|GQ(

√
−3)

, hence in (D) is enough to ask for the modularity
condition. Summing all these together Lemma 4.3.11 applied to this concrete case
becomes the following one.

Lemma 4.3.14. Let E/Q be semistable and suppose that ρ̄E,p is both modular and
irreducible for some p ≥ 3. Then E is modular.
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It’s worth explaining a little more why the lemma above is an application of
Lemma 4.3.11. Let p be a prime number such that ρ̄E,p : GQ −→ GL2(Z/pZ) is both
modular and irreducible as in the lemma above. Then let us show that the lifting
ρE,p : GQ −→ GL2(Zp) is of type DΣ for a particular set of primes Σ, that we will
define. Firstly, ρE,p has determinant χp : GQ −→ Z∗

p, as above for ρ̄E,p.
Talking about irreducibilty and flatness we have the following result.

Theorem 4.3.15. Let E/Q be an elliptic curve. If E is semistable with miminal
discriminant ∆E, then for every prime p the residual representation ρ̄E,p has the
following local properties

• if ℓ ̸= p then ρ̄E,p is unramified at ℓ if and only if p|ordℓ(∆E);

• ρ̄E,p is flat at p if and only if p|ordp(∆E).

It follows that in our case S = {ℓ prime: ℓ ̸= p, p ∤ ordℓ(∆E)} and then choosing
the set Σ such that it is disjoint from S and contains the remaining prime numbers
that divide ∆E (the ones which are not already contained in S), we have, thanks to
Theorem 4.2.14, that ρE,p is unramified outside S ∪ {p} ∪ Σ.

Moreover, since our elliptic curve is semistable then the representation ρE,p is
semistable at every prime. In particular it is semistable outside Σ.

Let us now show that if p ̸∈ Σ and ρ̄E,p is flat at p then also ρE,p is flat at p.
We have that p ̸∈ S and if p ̸∈ Σ then p ∤ ∆E. Then E has good reduction at p.
From algebraic geometry we know that the kernel of an isogeny of degree n of abelian
varieties of dimension g is, at a place of good reduction, a finite flat group scheme of
order n2g over the local ring of the place. Then, the points of n torsion E[n], which
are the kernel of the multiplication by n isogeny of E, are a finite flat group scheme
over Zp. It directly follows that ρE,p is flat at p, since any ideal of Zp is of the form
pmZp for some m ∈ N and the representation space of GQp −→ GL2(Zp/(p

mZp)) is
E[pm], which, as we said, is a finite flat group scheme over Zp.

Thanks to this discussion we have shown that the lifting ρE,p satisfies all the
conditions to be of type DΣ. Then thanks to Lemma 4.3.11 we can conclude that
ρE,p is modular and then E is modular.

The case p = 3 is particularly easy to treat as we have the following lemma.

Lemma 4.3.16 (Laglands-Tunnel). Let E be an arbitrary elliptic curve and suppose
ρ̄E,3 irreducible, then it is modular.

Hence, if ρ̄E,3 were irreducible, we would be done. This always almost the case.
In fact, by an explicit computation of the rational points of Y0(15), one has the
following.
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Theorem 4.3.17. Let E be a semistable elliptic curve. Then at least one of ρ̄E,3

and ρ̄E,5 is irreducible.

In particular, the only thing left to prove is that if ρ̄E,5 is irreducible, then it is
also modular, as in the case we could apply Lemma 4.3.14 for p = 5. This follows by
the following theorem.

Theorem 4.3.18. Let E/Q be semistable and suppose ρ̄E,5 is irreducible, then there
is another semistable elliptic curve E ′/Q such that

(a) ρ̄E′,3 is irreducible;

(b) ρ̄E′,5 ∼ ρ̄E,5.

Therefore if ρ̄E,5 is irreducible, let E
′ be the elliptic curve given by the previuous

theorem: E ′ is modular by (a) and Lemma 4.3.16 and therefore by Remark 4.3.8
ρ̄E′,5, but then also ρ̄E,5 is modular by (b) and hence E is modular by Lemma 4.3.14.

This finally concludes our sketch of the proof of the modularity for semistable
elliptic curves defined over Q.

4.4 Hecke rings and numerical criterion

In the outline of the proof we used an abstract lemma of deformation theory, Lemma
4.3.11. We will describe now why we introduced this lemma in order to appreciate
the cleverness of Wiles ideas.

The starting question is the following: what happens if we restrict our attention
only on the modular deformations of type D = DΣ? In fact, as ρ0 is modular, there
are for sure deformations of ρ0 that are modular deformations. The answer is that we
will get a subfunctor DΣ,mod of DΣ, which will be still representable and hence we will
get a universal modular deformation ring TD and a universal modular deformation
ρD,mod : GQ −→ GL2(TD) characterized by the analogous universal property: each
modular deformation ρ of ρ0 factors trough GL2(TD) via ρD,mod.

Now one has only to make a little observation to go further: if all representations
of type D were modular, as we would like to show, there would be no difference
between RD and TD. Indeed, thanks to their universal properties, there would be
two unique homomorphisms, let us say f : RD −→ TD and g : TD −→ RD such that
ρD,mod = f ◦ ρD and ρD = g ◦ ρD,mod, but then substituting in the first equality we
get ρD,mod = f ◦ g ◦ ρD,mod from which, by uniqueness, f ◦ g must be the identity
map of RD. Similarly, g ◦ f must be the identity map of TD. Therefore RD and TD
would be isomorphic.
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The vice versa holds, too, as then any deformation of type D would factorize
through ρD,mod that is modular and hence would be itself modular. In other terms,
lemma 4.3.11 is equivalent to the following theorem.

Theorem 4.4.1. Let ϕD : RD −→ TD be the canonical morphism whose existence
is ensured by the universal property of ρD, namely the unique morphism such that
ρD,mod = ϕD ◦ ρD. Suppose ρ0 satisfies hypothesis (A)-(D), then ϕD is an isomor-
phism.

Wiles proved a slightly stronger version of the previous theorem giving also the
structure of the rings RD and TD; they are complete intersection rings9. Its proof
makes use of the following criterion, the so called numerical criterion.

Theorem 4.4.2. Let R, T be coefficient rings, O a complete discrete valuation ring
and suppose to have a commutative diagram:

R T

O
πR

ϕ

πT

with all surjective arrows. Let IR = ker(πR), IT = ker(πT ) and ηT = πT (AnnT (IT )).
Then the following three assertions are equivalent:

(1) ϕ is an isomorphism of complete intersection rings;

(2) IR/I
2
R is finite and |(IR/I2R)| ≤ |O/ηT |;

(3) IR/I
2
R is finite and |(IR/I2R)| = |O/ηT |.

Wiles used it in the following setting: suppose that f is a weight two newform
and that its representation ρf,λ : GQ −→ GL2(Of,λ) is a deformation of ρ0 of type
D (it exists since ρ0) is modular. By the universal property of TD there is a unique
morphism πTD : TD −→ Of,λ such that ρf,λ = πTD ◦ ρD,mod. Define πRD = πTD ◦ ϕD,
so that we have the commutative diagram

RD TD

Of,λ

πRD

ϕD

πTD
.

9A complete intersection local ring is a Noetherian local ring whose completion is the quotient
of a regular local ring by an ideal generated by a regular sequence
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By the numerical criterion to establish Theorem 4.4.1 it is enough to prove the
inequality (2) above. The proof of this crucial numerical inequality divides into two
parts. The case where Σ = ∅, which is called the minimal case, was proved by Wiles
and Taylor (see [2]). The non-minimal case is proved by induction on the number of
primes in Σ. The proof shows as certain groups and modules grow as Σ is enlarged
to conclude that if the numerical inequality is satisfied for one DΣ then it is also
satisfied when more primes are included in Σ.

4.5 Representability of DΣ

In this section we will discuss the representability of the subfuctor DΣ, introduced
in Definition 4.3.10, providing a sketch of proof. We’ll introduce the concept of de-
formation conditions for a subfunctor of the deformation functor and show that the
conditions DΣ are indeed deformation conditions and that this makes the subfuctor
DΣ to be representable.

Let us fix our background. First of all, recall that Remark 1.5.12 tells us that
we can give a Galois representation defining a linear action of the Galois group on a
module of finite rank over a topological ring. From now on, we will use this definition
of representation that can be clearly extended to all profinite groups.

Let N be a natural number, N ≥ 1, Π a profinite group and Λ a coefficient ring.
Moreover, let us define the category FN = FN(Λ;Π), whose objects are pairs (A, V )
consisting of an artinian coefficient Λ-algebra A and a free A-module V of rank N
endowed with an A-linear continuous Π-action. A morphism in FN from an object
(A, V ) to an object (A1, V1) consists of a pair of morphisms A −→ A1 (of artinian
coeffiecient Λ-algebras) and V −→ V1 (of A-modules) inducing an isomorphism of
A-modules V ⊗A A1 ≃ V1, which is compatible with the Π-action. Consider now the
following three conditions on a full subcategory DFN ⊆ FN :

(1) for any morphism (A, V ) −→ (A1, V1) in FN , if (A, V ) is an object of DFN then
so is (A1, V1);

(2) let A,B,C be artinian coefficients Λ-algebras fitting into the following diagram

A B

C

α β
.
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Consider an object (A ×C B, V ) in FN and let VA and VB denote the tensor
products of V with respect to the natural projections from A×C B to A and B
respectively. Then (A×C B, V ) is an object in DFN if and only if both (A, VA)
and (B, VB) are objects of DFN ;

(3) for any morphism (A, V ) −→ (A1, V1) in FN , if (A1, V1) is an object of DFN and
A −→ A1 is injective, then (A, V ) is an object of DFN .

Definition 4.5.1. Fix Λ and Π as before and a continuous residual representation

ρ̄ : Π GLN(k).

We denote by V̄ the N -dimensional k-vector space kN with k-linear action given by
ρ̄. By a deformation condition D for ρ̄, we mean a full subcategory DFN ⊆ FN

satisfying (1)-(3) containing (k, V̄ ) as object.

Suppose that we are given a deformation condition DFN ⊆ FN . For a coefficient
Λ-algebra A and a homomorphism

ρ : Π GLN(A)

lifting ρ̄, let V (ρ) be the free A-module AN with a Π-action given by ρ. If (A, V (ρ))
is in DFN then we will say that ρ is of type D, and its strict equivalence class is a
deformation of ρ̄ type D. Define then a subfunctor

Dρ ⊆ Dρ : CΛ(A) −→ Sets

by the following rule: for any artinian A-augmented10 coefficient Λ-algebra B and
element ξ ∈ Dρ(B) representing a strict equivalence class of lifting ρ1 relative to ρ
to B then ξ is in the subset Dρ(B) ⊆ Dρ(B) if and only if ρ1 is of type D. We now
discuss the representability of Dρ.

Proposition 4.5.2. If D is a deformation condition for ρ̄, and the representation
ρ : Π −→ GLN(A) is a deformation of ρ̄, then the subfunctor Dρ is relatively repre-
sentable11.

Corollary 4.5.3. If D is a deformation condition for ρ̄ and the functor Dρ̄ (on
CΛ) satisfies hypothesis (H1), (H2), (H3) defined in Theorem 2.4.4, then the functor
Dρ has a pro-representable hull. For ρ any lifting of ρ̄ the functor Dρ is nearly
representable. If ρ̄ is absolutely irreducibile then Dρ̄ is pro-representable by a quotient
ring of the ring pro-representing Dρ̄.

10For the definition of A-augemntation see Remark 2.2.7.
11For the definition of relatively representable functor see Definition 2.4.12.
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Now we would like to use the strong theoretical results above for our concrete
case. More precisely, we would like to sketch a proof that the conditions DΣ intro-
duced in section 4.3.1 are indeed deformation conditions for every set of primes Σ.
This way, since our residual representation ρ0 : GQ −→ GL2(k) is fixed to be abso-
lute irreducibile, then by Corollary 4.5.3 the subfunctor DΣ is pro-representable, i.e.
there exists a universal coefficient ring RDΣ

and a universal deformation ρDΣ
: GQ −→

GL2(RDΣ
) such that all the deformations of ρ0 of type DΣ factor through ρDΣ

.

The first condition of DΣ asks deformations ρ of ρ0 to have fixed determinant χp.
The following result holds.

Proposition 4.5.4. The condition D of being of fixed determinant is a deforma-
tion condition. Moreover, if ρ : Π −→ GLN(A) is a continuous homomorphism that
satisfies the fixed determinant condition and V = V (ρ) we have

H1
D(Π,EndA(V )) = H1(Π,End0

A(V )) ⊂ H1(Π,EndA(V )),

where End0
A(V ) ⊂ EndA(V ) is the sub-A-module of endomorphisms whose trace is

zero and we will define H1
D(Π,EndA(V )) in the following remark. The sub-A-module

End0
A(V ) is stable under the action of Π, the cohomology group H1(Π,End0

A(V ))
being computed with respect to this action.

Proof. See [2, Chapter 8, Section 24].

Remark 4.5.5. Corollary 4.5.3 assures that the functor Dρ is nearly representable,
i.e. it satfisfies the tangent space hypothesis. Then it makes sense to consider
the tangent A-module to Dρ which is a sub-module of tρ (the tangent A-module
to Dρ) and denote it tD,ρ ⊆ tρ. Moreover, since we showed in chapter 3 that we
can identify tρ with the cohomology group H1(Π,EndA(V )), then the sub-A-module
tD,ρ is identified with some sub-A-module of H1(Π,EndA(V )). Let us call this sub-
A-module H1

D(Π,EndA(V )), which finally explains the notation of the proposition
above.

The second condition of DΣ asks the deformation ρ to be unramified outside the
set S ∪ Σ ∪ {p}, where p is the characteristic of the residue field k, S is the set of
primes ℓ ̸= p at which the residual representation ρ0 is ramified and Σ is a finite set
of primes disjoint by S. As above we have the following result.

Proposition 4.5.6. Let ρ̄ : Π −→ GLN(k) be a residual representation unramified
at ℓ ̸= p, where p is the characteristic of k. The condition of being unramified at
ℓ ̸= p is a deformation condition.
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Sketch of proof. The proof directly follows from checking one by one the conditions
(1)-(3) which define the subcategory DFN introduced above. We will just check
condition (1) since the proof of the other two is very similar.

Let ℓ ̸= p be a prime such that ρ̄ is unramified at p. Let (A,AN) −→ (A1, A
N
1 ) be a

morphism in the category FN(Λ;GQ). Moreover, let ρ : GQ −→ GLN(A), ρ1 : GQ −→
GLN(A1) be the correspondent representations. Suppose that ρ is unramified at ℓ,
namely ρ(Iℓ) = 1, the identity matrix. Then, since morphisms between ρ and ρ1
corresponds to unitary Λ-algebra coefficient ring homomorphism between A and A1,
ρ1(Iℓ) = 1 and so ρ1 is unramified at ℓ, too. This shows that condition (1) is
verified.

The third condition of DΣ that ρ must satisfy is to be semsistable outside the set
of primes Σ. This can be proved to be a deformation condition as well. Indeed, from
Definition 4.3.1, ρ is semistable at a prime ℓ if for ℓ = p, ρ is either flat or ordinary

at p and for ℓ ̸= p, ρ|Iℓ ≃
(
1 ∗
0 1

)
. In order to understand this last condition let us

give the following definition.

Definition 4.5.7. Let ρ̄ : GQ −→ GL2(k) be a residual representation, with k a
finite field of characteristic p ̸= ℓ. Then

(A) suppose that the image of the inertia group Iℓ ⊆ GQ under ρ̄ is non trivial and

it is contained in a subgroup of GL2(k) which is conjugate to

(
1 ∗
0 1

)
. We say

that a deformation ρ of ρ̄ to a coefficient ring A with residue field k is minimally
ramified if the image of Iℓ under ρ is contained in a subgroup of GL2(A) which

is conjugate to

(
1 ∗
0 1

)
;

(B) suppose that the image of the inertia group Iℓ under ρ̄ is non zero, and it is con-

tained in a subgroup of GL2(k) which is conjugate to

(
∗ 0
0 1

)
. We say that a

deformation ρ of ρ̄ to a coefficient ring A with residue field k is minimally ram-
ified if the image of Iℓ under ρ is finite and of order prime to p (or equivalently
if ρ(I) is finite and has the same order as ρ̄(I)).

Then we have the following result.

Proposition 4.5.8. Fix Λ a coefficient ring with finite residue field k of characteris-
tic p ̸= ℓ. For any coefficient Λ-algebra A, let D be the condition on a representation
ρ : GQ −→ GL2(A) that its associated residual representation ρ̄ : GQ −→ GL2(k) be
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minimally ramified at ℓ, either in the sense of (A) or of (B) above, and that ρ itself
be correspondingly minimally ramified. Then D is a deformation condition.

Proof. Once again the proof directly follows from checking one by one the conditions
(1)-(3) which define the subcategory DFN introduced above. Indeed, as Proposition
4.5.6, the proof bases on the fact that morphism between representations correspond
to unitary Λ-algebra coeffiecient ring homomorphisms.

Then, since semistability for ℓ ̸= p coincides with case (A) of the definition, the
proposition above shows that it is indeed a deformation condition.

We have then left to analyze the case ℓ = p and the condition or being either flat
or ordinary at it.

The flatness at p is a categorical condition in the following sense. Fix, as usual,
a coefficient ring Λ and a profinite group Π. Let RepΛ(Π) denote the category of
Λ-modules of finite length which are endowed with a continuous and Λ-linear action
of Π. A full subcategory P of RepΛ(Π), which is closed under passage to subojects,
quotients and direct sums determined a deformation condition, as is shown in the
following proposition.

Proposition 4.5.9. Let P be a full subcategory of RepΛ(Π) closed under subojects,
quotients and direct sums. For any N positive integer let PFN denote the full sub-
category of FN (defined at the beginning of this section) consisting of those objects
(A, V ) such that V , viewed as Λ-linear representation of Π, lies in P. Then PFN is
a deformation condition.

Proof. See [2, Chapter 8, Section 25, Proposition 1].

The condition of being flat at p satisfies the passage to subojects, quotients and
direct sums and hence it is a deformation condition.
The ordinarity at p is a deformation condition, too. It can be treated in a very
similar way to part (B) of Definition 4.5.7. Indeed, we can give the following general
definition.

Definition 4.5.10. Let Π be a profinite group and let I ⊆ Π be a closed sub-
group. Consider a representation ρ : Π −→ GL2(A), where A is a coefficient ring
with residual field k. Suppose then that ρ is equivalent to a representation of the
form

g

(
χ1(g) ∗
0 χ2(g)

)
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for characters χ1, χ2 : Π −→ A∗ such that the residual character χ̄1 : Π −→ k∗ is
non trivial on I and χ2 is trivial on I. We will say that ρ is I-ordinary and if the
subgroup I is understood we will just say that ρ is ordinary.

The following result holds.

Proposition 4.5.11. Fix a profinite group Π and fix a closed normal subgroup I ⊆
Π. If D is the class of I-ordinary representations of Π, then D is a deformation
condition.

Proof. See [2, Chapter 8, Section 30, Propostion 3].

In our concrete case the profinite group Π coincides with the absolute Galois
group GQ and the subgroup I with the inertia group Ip. By Definition 4.3.2 we
know that the condition of being ordinary at p means that the restriction of the

representation ρ to Ip is equivalent to one of the form

(
χp ∗
0 1

)
. But then, we know

that the cyclotomic character χp : GQ −→ (Z/pZ)∗ ↪→ k∗ is ramified at p, which
means that χp(Ip) is not trivial. Moreover, we can see 1 as the trivial character
1 : GQ −→ A∗, sending all the elements of GQ to 1 ∈ A∗. Then, provided that the
representation ρ is equivalent to one of the form of Definition 4.5.10, the condition of
being ordinary at p can be translated into the condition of being Ip-ordinary, which
thanks to the proposition above is a deformation condition.

We have then shown that all the conditions DΣ of Section 4.3.1 are indeed defor-
mation conditions. Moreover, since the intersection of deformation conditions is a
deformation condition, the existence of the universal ring RDΣ

directly follows from
Corollary 4.5.3.

4.6 The universal deformation modular ring TD
In this section we will give a sketch of the explicit construction of the universal
modular ring TD introduced in Section 4.4.
Let us once again fix a residual representation

ρ̄ : GQ −→ GL2(k)

where k is a finite field of characteristic p. Let us moreover assume that:

(a) p is odd;

(b) ρ̄ is irreducible;
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(c) the restriction of ρ̄ to a decomposition group at p is finite flat or ordinary;

(d) ρ̄ has cyclotomic determinant.

(e) ρ̄ has square-free conductor;

(f) ρ̄ is modular.

In order to understand condition (e), we have to introduce an idea of the notion of
conductor of a Galois representation. Let p be a prime number and let us consider
the inertia subgroup Ip ⊆ GQ,p. Then, one can consider the higher ramification
groups12 and build the filtration {Iup : u ∈ [−1,∞]} of Ip made up by them. We have
that:

• Iup ⊴GQ,p and Iup is closed for every u ∈ [−1,∞];

• if u ≤ v then Iup ⊇ Ivp ;

• if u ≤ 0 then Iup = Ip and I∞p = {1}.

We can now give the definition of conductor of a representation.

Definition 4.6.1. Let N be a positive integer, A a topological ring and ρ : GQ −→
GLN(A) ⊆ GLN(F ) a continuous representation where F is the fraction field of A.
The conductor of ρ is

N(ρ) =
∏

ℓ prime
ℓ̸=p

ℓnℓ(ρ)

where

nℓ(ρ) = codim(V (ρ)Iℓ) +

∫ ∞

−1

codim(V (ρ)I
u
ℓ ) du

and V (ρ)Iℓ and V (ρ)I
u
ℓ indicate the representation space of ρ fixed by Iℓ and Iuℓ

respectively and where we define codim(V (ρ)Iℓ) = dimF V (ρ) − dimF V (ρ)Iℓ and
codim(V (ρ)I

u
ℓ ) = dimF V (ρ) − dimF V (ρ)I

u
ℓ . Moreover, the integral in the sum is

defined as ∫ ∞

−1

codim(V (ρ)I
u
ℓ ) du = lim

n

n∑
i=1

codimV (ρ)I
u∗i
ℓ ∆ui,

where we have that −1 = u1 < u2 < u3 < . . . is a partition of [−1,∞], ∆i = ui−ui−1

and u∗i ∈ [ui, ui−i].

12For the defintion of higher ramification groups see [12].
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Remark 4.6.2. The number nℓ(ρ) introduced in the definition above is an integer.
Moreover, recall that a Galois representation can be ramified only at a finite number
of primes. It follows that the action of the inertia group on the representation space
can be no non-trivial only at a finite number of primes. Hence, codim(V (ρ)Iℓ) and
codim(V (ρ)I

u
ℓ ) are zero for almost every prime ℓ. Therefore, N(ρ) is a product of a

finite numbers of factors.

Let now Σ be a finite set of primes. For the application of modularity to semistable
elliptic curves, it is sufficient to give a preliminary definition of type Σ in terms of
the conductors N(ρ̄) and N(ρ) where ρ is a deformation of ρ̄. We say that ρ is of
type Σ if Σ contains the set of prime divisors of N(ρ)/N(ρ̄), which can be proved
to be an integer. In order to have an idea of why this definition of Σ is sufficient,
it is useful to recall why Lemma 4.3.14 was an application to semistable elliptic
curves of the more general Lemma 4.3.11. It’s not difficult to understand that if
ρ̄ = ρ̄E,p, then the only primes dividing N(ρ̄) can be the ones contained in S thanks
to Theorem 4.3.15 (because for all the primes ℓ ̸∈ S, Iℓ has trivial image under ρ̄
and then codim(V (ρ̄)Iℓ) = 0). Similarly, the only primes dividing N(ρ) can be the
ones dividing the discriminant ∆E since ρ is ramified only at them. Then because

N(ρ)/N(ρ̄) is an integer, (
∏
ℓ|∆E

ℓ)/(
∏
ℓ′∈S

ℓ′) must be an integer, too. Hence, by choosing

Σ as the set of prime divisors of N(ρ)/N(ρ̄), we obtained the same exact definition
of Σ previously given for the case of semistable elliptic curves.

Given this finite set of primes Σ, we wonder then which newforms of weight two
can give rise to a representation of type Σ.

Remark 4.6.3. Suppose that f is a newform of weight two, trivial character and level
Nf and let Kf denote the number field generated by its coefficient an(f), then the
choice of the embeddings Q̄ ↪→ Q̄p and Q̄ ↪→ C determines a prime λ of Of , the
ring of integers of Kf . Indeed, for the primitive element theorem, Kf = Q[α] for
some α ∈ Q̄, then, depending on the previous embeddings, Q[α] ↪→ Qp[α

′] for some
α′ ∈ Q̄p and that there exists a maximal ideal λ of Q[α] such that the completion
Q[α]λ ≃ Qp[α

′]. From now on, we will fix this ideal λ ⊆ Of .

The following lemma gives sufficient conditions for a new form of weight two to
give rise to a representation of type Σ.

Lemma 4.6.4. Let f be a newform of weight two and level Nf and consider the
attached Galois representation ρf,λ : GQ −→ GL2(Kf,λ). Then ρf,λ is of type Σ if the
following conditions hold

• ρ̄f,λ ∼ ρ̄;
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• the character χρf,λ of ρf is trivial;

• Nf divides NΣ = N(ρ̄)
∏
ℓ∈Σ

ℓmℓ where mℓ are defined as follows:

– mℓ = 2 if ℓ does not divide pN(ρ̄);

– mℓ = 1 if ℓ ̸= p and ℓ divides N(ρ̄);

– mp = 1 if ρ̄ is finite flat and ordinary at p;

– mp = 0 otherwise.

Remark 4.6.5. The motivation for this definition of NΣ is that this condition is known
to be necessary as well as sufficient, as long as we restrict our attention to forms f
with trivial character and and level not divisible by p2.

Let now ΦΣ denote the set of newforms f of weight two, trivial character and level
dividing NΣ. One can prove that for every Σ, the set ΦΣ is not empty. Therefore,
we can consider the ring

T̃Σ :=
∏
f∈ΦΣ

Of,λ,

where Of,λ is the ring of integers of Kf,λ, the completion of Kf with respect to the
prime λ of Of .

Remark 4.6.6. The ring T̃Σ is semi-local13 and finitely generated as a Zp-module.

For each prime ℓ ̸∈ Σ, let Tℓ denote the element (aℓ(f))f∈ΦΣ
. We define the Hecke

algebra TΣ as the Zp-subalgebra generated by the elements Tℓ for ℓ ̸∈ Σ ∪ {p}.
Remark 4.6.7. The ring TΣ is well defined since if ℓ ̸∈ Σ ∪ {p}, then aℓ(f) ∈ Of,λ

for every f ∈ ΦΣ. Indeed, Theorem 4.1.9 tells us that the Galois representation ρf,λ
attached to f is unramified outside the primes dividing pNf . Then, since N(ρ) is
the prime-to-p part of Nf (see [3, Thorem 3.1]), Theorem 4.7.5 states that ρ̄f,λ is
ramified only at p and N(ρ̄)/N(ρ) is an integer, it’s not difficult to understand that
if ℓ ̸∈ Σ∪ {p} then ℓ ∤ pNf . Moreover, one can choose a basis such that the image of
the Galois representation ρf,λ attached to f is contained in GL2(Of,λ). Then, thanks
again to Theorem 4.1.9, we know that if ℓ ∤ pNf then trρf,λ(Frobℓ) = aℓ(f). Hence
we can conclude that if ℓ ̸∈ Σ then aℓ(f) ∈ Of,λ.

One could give another description of TΣ in terms of the subring T of the ring of
endomorphisms of S = S2(Γ0(NΣ)) generated by the operators Tq for all primes q.
We suppose that f ∈ ΦΣ and we defined fΣ as a certain T-eigenform in S for which
f is the associated newform. The eigenform fΣ is characterized by these properties:

13A ring is said semilocal if has if it has finitely many maximal ideals.
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• if ℓ ∈ Σ \ {p}, then aℓ(fΣ) = 0;

• if p|NΣ then ap(fΣ) is a p-adic unit.

The map sending Tℓ to the reduction of aℓ(fΣ) defines an homorphism T −→ F̄ℓ,
and we write Tm for the completion of T at the kernel m of this homomorphism. We
then have the following lemma.

Lemma 4.6.8. If q ̸∈ Σ, then the element Tq of T̃Σ is in TΣ. For arbitrary Σ there
is an isomorphism Tm ≃ TΣ, such that Tq 7−→ Tq for all q ̸∈ Σ.

Proof. See [3, Chapter 4].

4.7 Modularity implies Fermat’s Last Theorem

The modularity theorem has a very important application in algebraic number the-
ory: it is the main tool used for the proof of Fermat’s Last Theorem, one of the
longest open problem in Mathematics. Indeed, Wiles and Taylor’s proof of the mod-
ularity theorem for semistable elliptic curves (1993-1995, see the original articles
of Wiles [16] and Taylor [15]) directly implies Fermat’s Last Theorem. It was the
German mathematician Gerhard Frey that in 1986 suggested this important impli-
cation. He showed that any counterexample of Fermat’s Last Theorem would imply
the existence of at least one non-modular elliptic curve, contradicting the modularity
conjecture.

In this section we will then show how the implication ‘modularity theorem =⇒
Fermat’s Last Theorem concretely works, arriving to the contradiction found by Frey.

Let us first of all state Fermat’s Last Theorem (FLT).

Theorem 4.7.1 (FLT). The equation (Fn) : x
n + yn = zn, where n is a natural

number, n ≥ 3, has no non trivial solutions a, b, c ∈ Z such that abc ̸= 0.

First of all note that it is enough to prove FLT for n = p an odd prime, as if
n = mp and (Fn) has a solution (a, b, c) ∈ Z3, then (am, bm, cm) is a solution of (Fp).
Suppose then by contradiction that (Fp) has a nontrivial solution, then since p is
odd also the equation (F ′

p) : a
p+ bp+ cp = 0 has a no non trivial solution. Moreover,

the following lemma holds.

Lemma 4.7.2. Let (a, b, c) ∈ Z3 be a solution of (F ′
p) for an odd prime p. Then we

can assume without loss of generality that a ≡ −1 modulo 4 and b is even.
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Proof. We know that exactly one of a, b and c must be even, as if two of them were
even the third would be even, too, but then 2 would be a common factor. Thus at
least two of them must be odd, but then the other one must be even. Permuting a, b
and c, fix the even one to be b. But then we have two possibilities: a ≡ 1 mod 4 or
a ≡ −1 mod 4, but in the former case we may change the sign of the triple (a, b, c),
as in this way it is still a solution of (F ′

p).

4.7.1 Frey curves

Now we make the crucial construction. Let A,B and C be a triple of integers with
no common factors such that A+B + C = 0 and consider the curve

EA,B,C : y
2 = x(x− A)(x−B).

It is an elliptic curve respectively of discriminant and j-invariant:

∆ = 16(ABC)2 and j = 28
(A2 +B2 + AB)3

(ABC)2
.

If we suppose A ≡ 1 mod 4 and B ≡ 0 mod 16, the the change of coordinates{
u = 4x

v = 8y + 4x

shows that EA,B,C , has a model defined by the equation

v2 + uv = u3 +
(B − A− 1)

4
u2 − AB

16
u

that can be proved to be a minimal Weierstrass equation (for all primes!). Further-
more, from this equation and the original one one can see that this elliptic curve is
semistable. In particular if A = ap, B = bp and C = cp we get the following theorem.

Theorem 4.7.3. Let p ≥ 5, gcd(a, b, c) = 1 and assume a ≡ −1 mod 4 and b even.
If ap + bp + cp = 0, the Eap,bp,cp is a semistable elliptic curve defined over Q with
minimal discriminant

∆ap,bp,cp = 2−8(abc)2p

and conductor
Nap,bp,cp =

∏
ℓ prime
ℓ|abc

ℓ.

Moreover, ρ̄Eap,bp,cp ,p is odd and absolutely irreducible.
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Remark 4.7.4. Recalling the Definition 4.2.8 of algebraic conductor of an elliptic
curve, it is immediate to see that Eap,bp,cp is semistable.

Using Wiles’s theorem 4.3.1, we can deduce that Eap,bp,cp is modular. Then thanks
to Definition 4.2.16 of modularity, there exists a newform f ∈ S2(Γ0(N)) such that
ρE,p ∼ ρf,p. Reducing mod p this shows that ρ̄f,p is absolutely irreducible and
theorem 4.3.15 states that it has good local properties. Indeed, it shows that ρ̄E,p

is unramified outside 2 and p and flat at p since 2 ∈ Z∗
ℓ for every prime ℓ ̸= 2 and

hence vℓ(∆ap,bp,cp) = 2pvℓ(abc) and therefore it is divisible by p. It follows that the
hypothesis of the following theorem, that is a particular case of Serre’s conjecture
known as epsilon conjecture (nowadays Ribet’s theorem) hold.

Theorem 4.7.5. Let f be a weight 2 newform, with rational coefficients of level
Γ0(Nℓ), with gcd(N, ℓ) = 1 and suppose that

• ρ̄f,p is absolutely irreducible;

• either ρ̄f,p is unramified at ℓ or ℓ = p and ρ̄f,p is flat at p.

Then there is another weight 2 newform g with rational coefficients of level Γ0(N)
such that ρ̄g,p ∼ ρ̄f,p.

Inductively applying Ribet’s theorem we find then another modular form g ∈
S2(Γ0(2)) such that ρ̄g,p ∼ ρ̄f,p ∼ ρ̄E,p. But the dimension of S2(Γ0(2)) is known to
be equal to the genus of X0(2), that is 0, therefore there isn’t such a g and we are
led to a contradiction, finally proving FLT.

It is interesting to spend some words about Serre’s conjecture. Formulated between
1975 and 1987, it states that, given a prime p and a mod p Galois representation
satisfying certain conditions, it arises from a modular form. The conjecture comes
into two parts, a weaker existence statement and another refined form that makes
exact predictions about a modular form from which the Galois representation arises.
The refined form, known as Epsilon Conjecture, can be stated in the following way.

Conjecture 4.7.6 (Serre’s Epsilon Conjecture). Let

ρ̄ : GQ GL2(Fp)

be a continuous, odd and irreducible residual representation. Let N(ρ̄) be its condutor
and ϵ(ρ̄) : (Z/N(ρ̄)Z)∗ −→ F∗

p a character. Then there exists a normalised eigenform
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f ∈ Sk(ρ̄)(N(ρ̄), ϵ(ρ̄))14 whose associated mod p Galois representation is equivalent
to ρ̄. Moreover N(ρ̄) and k(ρ̄) are the minimal level and weight for which there exists
such a newform.

Nowadays Serre’s conjectures have been proved by the mathematicians Khare,
Wintenberger, and Kisin (see [10]) in 2009.

14The weight k(ρ̄) is a natural number that only depends on the restriction of ρ̄ to the inertia
subgroup Ip.
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Grazie agli amici che l’università mi ha fatto incontrare, grazie a voi ho scoperto
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