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“The poetic aspect of the story is that there are many ways of talking

about the natural world. As long as those ways latch on to something

real and causally efficacious about the functioning of the world, then
we attribute some reality and truth to them.”

— Sean Carroll






Introduction

Machine Learning Theory At its core, science aims to construct coherent, testable
representations of observed phenomena, models that not only predict accurately but also
offer deep insights into underlying processes. In the realm of Artificial Intelligence, Ma-
chine Learning develops algorithms that leverage data to build such models, capturing
complex patterns for prediction, classification, decision-making, and artificial generation.
Recent breakthroughs, such as large language models (e.g., GPT) and robotics capable
of real-world interaction, rely on advanced methods that achieve impressive performance,
yet they often lack the rigorous theoretical guarantees essential for scientific validity.

Statistical machine learning addresses this gap by providing a mathematical frame-
work to rigorously analyze why learning algorithms succeed or fail in practice. Rather
than treating models as “black boxes”, this theoretical perspective confronts fundamental
challenges: How do we ensure patterns learned from limited data generalize to new scenar-
ios? What conditions prevent complex models from becoming unreliable? By formalizing
these questions, statistical machine learning shifts the focus from empirical benchmarks to
understanding algorithmic behavior, a fundamental step for deploying models in scientific
domains, where interpretability and robustness are as important as accuracy.

The goal of this thesis is to establish such guarantees for the performance of a learning
algorithm within a dynamical system setting. To this end, we leverage ideas both from
statistical machine learning and dynamical systems theory.

Dynamical Systems: Beyond i.i.d. Data The study of dynamical systems focuses on
how states within an environment evolve over time based on specific rules. In many real-
world situations, uncertainty and inherent randomness play a significant role, resulting
in the development of stochastic dynamical systems. In these systems, the next state
depends not only on the current state but also on probabilistic factors.

In discrete time, we formalize stochastic dynamical systems using a state space S and
a transition probability function P(z, A), specifying the probability of transitioning from
a state £ € S to a measurable set of states A C S in one time step. We will consider
autonomous systems, where the transition probability P(z, A) remains constant over time.
Within this framework, sequential data is modeled as a Markov chain with values in S:

X ={Xo, X1, Xo,... },

where each random variable X; represents the state of the system at time t and is dis-
tributed according to ulfl. Here, u denotes the initial distribution of the states, and gl
the distribution after ¢ time-steps.
Our objective is to learn, in a supervised setting, the regression function f,, defined
pointwise by
fo(z) = E[ Xnext | X = ],

3
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in order to best estimate the next expected value of the system’s state. Tackling this
forecasting problem requires moving beyond the classical statistical learning assumptions,
where data is usually assumed to be independent and identically distributed, an ideal-
ization that fails in this setting. Extending classical results to dynamical systems thus
presents two main challenges: dependency, which introduces correlations between obser-
vations, and non-stationarity, which causes changes in the data distribution over time.

The probabilistic framework of Markov chains and transition probability functions en-
ables analysis of the system’s behavior over time, including the study of long-term stability
and convergence. To achieve our results, we restrict our analysis to a class of dynami-
cal systems that ensure long-term convergence, effectively weakening the assumption of
identical distributions, by employing the following ergodicity assumption: there exists a
unique probability measure 7 on S satisfying

[t] t—o00
u— 7

for any starting probability measure p, meaning lim;_,o ||l — 7|| = 0. In particular, we
utilize the norm || - ||(¢s(g))« in the dual of the Hélder space C*(S), and require that this
convergence occurs at a sufficiently fast rate. This assumption ensures that the chain X
is asymptotically stationary, and thus it eventually behaves as samples from the limiting
measure 7, allowing us to derive stable long-term properties of the learning process.

Forecasting Forecasting in stochastic dynamical systems is closely related to the well-
studied area of time series analysis, where the goal is to predict future values of a sequence
of observations indexed in time. Classic approaches often assume some form of stationarity,
where the statistical properties (mean, variance, autocorrelation structure) remain con-
stant over time. Under these assumptions, Autoregressive (AR), Moving Average (MA),
and combined ARMA models have become standard tools. These models capture tempo-
ral dependencies by expressing the current observation as a function of a finite number
of past values and past random errors. Parameter estimation in such models typically
involves techniques like Least Squares, Maximum Likelihood Estimation, or Yule-Walker
equations, among others.

Beyond these linear models, techniques such as moving averages or differencing can be
used to address basic trends, and more specialized time-series methods have been proposed
to capture certain behaviors (eg., irregular volatility). While these approaches offer well-
established statistical procedures, they typically rely on strong assumptions of stationarity
or limited dependence and often target narrow classes of problems. As a result, they do
not provide a unifying framework that can handle the rich variety of real-world dynamical
systems, particularly those exhibiting highly nonlinear dynamics.

On the side of statistical learning, approaches often assume access to complete datasets
upfront (batch or offline learning), with limited emphasis on dynamical scenarios like se-
quential forecasting. As we mentioned before, these methods are typically framed in static
settings rather than through the lens of dynamical systems or temporal dependencies. This
is particularly evident in techniques like kernel methods, where explicit learning guarantees
for dynamical systems are not established.

Contribution To address these challenges, we propose an Online Learning Algorithm
(OLA) in a Reproducing Kernel Hilbert Space (RKHS) for forecasting in stochastic dy-
namical systems. For tasks such as time series forecasting, optimal control, and system
identification, where data arrives sequentially, online learning algorithms are a natural



CONTENTS 5

choice. Unlike traditional batch learning, online learning algorithms process incoming
data incrementally, continuously updating the model.
The OLA presented in this work is an SGD-type algorithm given by the update

fie1 = fr — pe[(fe(@e) — me41) Koy — Ao St

where at each step, a new data pair (x¢,z;41) is observed. Rather than assuming sta-
tionarity, we build on the theory of ergodic Markov chains and derive non-asymptotic
bounds, thereby bridging a gap between theoretical statistical learning and real-world ap-
plications. Specifically, we show convergence rates in expectation for f; — f, as t — oo,
where f, is the target regression function. This framework unifies techniques from sta-
tistical machine learning and stochastic systems analysis, broadening the applicability of
kernel-based methods and offering new insights into learning in dynamical environments.

Outline The thesis is organized into five chapters. Chapter 1 reviews the foundations
of probability theory, recalling basic definitions from measure theory, random variables,
and stochastic processes. Chapter 2 covers Machine Learning with Kernels in the su-
pervised learning framework, including reproducing kernel Hilbert spaces (RKHS), batch
and online regression, and learning bounds under i.i.d. assumptions. Chapter 3 addresses
Stochastic Dynamical Systems and Markov Chains, covering fundamental concepts such
as ergodicity, irreducibility, and aperiodicity. Chapter 4 constitutes the core contribution
of this work by proposing a kernel-based online learning algorithm and proving the main
theorem concerning learning bounds for the algorithm. Finally, Chapter 5 outlines fu-
ture directions, proposing potential improvements, addressing learning for more general
state-spaces, and relaxing independence assumptions.






Chapter 1

Background: Probability Theory

This chapter provides an introduction to the fundamental concepts of probability the-
ory, essential for both machine learning and stochastic dynamical systems. Key concepts
will be briefly introduced, ranging from random variables and probability distributions to
stochastic processes and filtrations. Probability theory arises a specific instance of the
more abstract field of measure theory. The latter provides an appropriate framework to
rigorously ‘measure’, as a unifying language, general mathematical objects such as sets,
functions and even random phenomena. We will try to provide sufficient definitions with-
out delving deep into the topic. For more detailed discussions, refer to [18], [23], [17], [1].
For this part, classical notation commonly used in the literature on the subject will be
employed.

1.1 Probability Distributions and Random Variables

1.1.1 Measure Theory

Randomness, as an alternative to determinism, in modern mathematics has been formal-
ized systematically with the language of random wvariables and probability distributions.
These quantitatively describe uncertainty and allow us to make some predictions when
incomplete or noisy data is available. This framework is particularly well-suited to our
goal of predicting and understanding complex phenomena that involve some degree of
randomness.

The key concept of measure theory we introduce is that of a measure, which is defined
based on a particular set structure, the o-algebra.

Definition 1.1.1 (o-algebra). Let Q be a non-empty set and 2% its power set. A collection
A C 2% is called a o-algebra (or o-field) if it satisfies the following properties:

(i) Qe A;
(i) if A € A, then A® € A;
(iii) if A,B € A, then AUB € A.
We call measurable space the couple (§2,.4) and measurable set an element A € A.

We are thus endowing the set {2 with a structure closed under set operations of union
and complement. In particular, one has that A is closed under countable union.

7



8 CHAPTER 1. BACKGROUND: PROBABILITY THEORY

Example 1.1.2 An example of a o-algebra is the Borel o-algebra B(R), whose elements
are called Borel sets. These link the concept of a o-algebra with another fundamental
mathematical structure, that of topology!. In fact, it is the smallest o-algebra containing
all the open sets of the underlying topology, in this case, the usual euclidean topology on
R generated by all open intervals.

Definition 1.1.3 (Sub-c-algebra). Given a measurable space (2,.4), a sub-o-algebra
of A is any o-algebra F such that F C A. Moreover, since F C A, every set in F is also
in A, and thus every event measurable with respect to F is also an event measurable with
respect to A.

Now let’s see how we are actually able to “measure” the measurable sets that we just
introduced.

Definition 1.1.4 (Measure). Given a non-empty set 2 and a o-algebra .4 on €2, a (posi-
tive) measure is a function p : A — [0, +00] such that:

(i) p(@) =0;

(ii) given (A,)n>1 € A a countable family of disjoint sets , we have?
2 (U An) = ZM(An)
n=1 n=1

A well-known example of a measure is the Lebesgue measure, which generalizes the
concept of length, area, and volume in R™. The Lebesgue measure is pivotal in various
fields of mathematics, including integration theory and probability, as it allows for the
measurement of more intricate sets that arise in these contexts.

A simpler yet fundamentally important example is the Dirac measure, often referred
to as the Dirac delta measure.

Example 1.1.5 Given a non-empty set 2, a Dirac measure centered at a point w € 2
is a measure J,, : A — [0, +0o0] defined by

1 ifwed
0u(A) :=1y(w) = T VAe A
() :=1aw) {o ifw g A,
. T . 1 ifweA,
where 14 is the usual indicator function 14(w) = .
0 ifwgA.

The Dirac measure J,, assigns full measure to the singleton set containing w. This
measure is particularly useful in probability theory and functional analysis for modeling
deterministic outcomes within probabilistic frameworks.

A measure p on a measurable space (2, A) is called finite if ©(£2) < co. Otherwise, it is
called infinite. Within the class of infinite measures, there is a subclass with an important
property, called o-finiteness. Many fundamental facts of measure and integration theory
that we will use in later chapters only hold for measures that are o-finite.

Definition 1.1.6 (o-Finite measure). Let p be a measure on a measurable space (€2, .4).
Then p is called o-finite if there is a sequence Ay, Ag, ... € A with [J;2; A; = Q and, for
all i =1,2,..., u(4;) < oc.

LA collection of subsets of X containing the whole set X and the empty set, closed under finite inter-

section and infinite union. Its elements are called open sets.
2This property is called o-additivity.
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1.1.2 Probability Space

With these notions, we now introduce the framework in which probability theory develops,
the probability space.

Definition 1.1.7 (Probability Space). A probability space is a triplet (£2,.4,P), where:

e 2 is the sample space, the set of all possible outcomes of an experiment;
e A is a o-algebra on (2, whose elements are called events;

e P is a probability measure on A: a measure whose image is in the interval [0, 1]
and such that P(2) = 1.

Remark 1.1.8 We denote with M(£,.A), or simply M () when the o-algebra is implicit,
the set of all possible measures on the measurable space; while M (€2) and P(£2) denote
respectively the set of positive measures and the set of probability measures on (£2,.A).

The conditions we have placed on the measure provide us with a tool to consistently

quantify the possible outcomes of a random phenomenon. We can model these phenomena
with random wvariables.

1.1.3 Random Variables

Definition 1.1.9 (Random Variable). Given a probability space (€2,.4,P), consider a
function X : Q — ', where (€, A") is a measurable space. The function X is said to be
a random variable if it is (A, A’)-measurable, meaning that for every A € A’,

X 1A4) e A

We will primarily focus on real-valued random variables, where ' = R and A’ =
B(R), the Borel o-algebra3. In this context, the measurability condition is equivalent to

X ((~o0,a]) €A VaeR.

We will denote random variables with uppercase letters, such as X, and use lowercase
letters, such as z, for their corresponding observations (or realizations), expressed as
X(w) = z. Our focus will be on describing the values that X can assume in relation to
the modeled uncertain phenomenon through its probability distribution.

Before proceeding, it is useful to introduce the concept of gemerated o-algebra, which
will be important later when we discuss filtrations and conditional expectations.

Definition 1.1.10 (Generated o-algebra). Let F be a collection of subsets of a set .
The o-algebra generated by F, denoted by o(F), is the smallest o-algebra containing
F. Formally, it is the intersection of all o-algebras on €2 that contain F:

o(F) = ﬂ{A C 29| Ais a o-algebra and F C A}.

In particular, if X : Q — Q' is a function (such as a random variable) from Q to a
measurable space (£, B), the o-algebra generated by X, denoted by o(X), is defined
as the o-algebra generated by the collection of pre-images of sets in B under X:

o(X):=0 ({X_I(A) | AeB}).

This means that o(X) is the smallest o-algebra on € such that X is measurable with
respect to it.

3The Borel g-algebra B(R) can be generated from the intervals (—oo, a] with a € R.
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One interesting o-algebra will be the one generated by the Cartesian product of mea-
surable spaces.

Definition 1.1.11 (Product o-algebra). Let (Q1,.41),...,(2,,.4,) be measurable spaces
and Q:= Q1 x...xQ,. Then

A®...0 A, ::®.Ai ::O'({HAi:AiGAi,i=1,...,n}> (1.23)

i=1 i=1
is called the product o-algebra of the o-algebras A;, i =1,...,n.

Note that the product o-algebra A1 ®...® A4, is not the Cartesian product A; x ... x A,.
Instead, the product o-algebra is generated by the set system of all Cartesian products of
elements of the o-algebras Aj,...,A,. In Chapter 3, we give an equivalent specification
of a product o-algebra, using projection mappings.

Building on the concept of the product o-algebra, we now define the associated product
measure for o-finite measures on these spaces.

Proposition 1.1.12 (Product measure). Let (€2, A;, ;) be measure spaces with o-finite
measures {p;}, i = 1,...,n. Then there exists a uniquely defined measure, denoted by
P1 Q-+ ® Uy, on the product space

(Hm@fu) ,
i=1  i=1
satisfying
,LL1®"-®/,Ln(Al X oo XAn) :,Ul(Al),Ufn(An)a V(Al,,An) eA x - x Ap.

This measure is o-finite as well, and it is called the product measure of pi1, ..., fiy.

Definition 1.1.13 (Probability distribution). Let (£2,.4,P) be a probability space, and
let X : Q — Q' be a random variable, where (€', A’) is a measurable space.

(i) The distribution (or law) of X, denoted by £(X) or Px, is the probability measure
Px :=Po X! on ((,.A"), defined by

Px(A) :=P(X 1(4)), vVAecA.

(i) For a real random variable X : @ — R, where (€', A") = (R, B(R)), the distribution
function (or cumulative distribution function, CDF) of X is the function Fx :
R — [0, 1], defined by
Fx(z) =P(X <x), zeR.

(iii) A random variable X is said to have distribution p if £(X) = p.

(iv) A family of random variables (X;);es is called identically distributed if Py, = Px;
forall 4,5 € I.

This framework allows us to shift our focus from individual outcomes in the sample
space €2 to properties of X itself by studying the measure Px. Particularly for real-valued
random variables, this approach facilitates the use of tools from real analysis, such as
integration with respect to these measures.
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Theorem 1.1.14. For any distribution function F, there exists a real random variable X
with FX = F.

Definition 1.1.15. A random variable X on (2, A, P) is called discrete if there exists a
countable set {x1,zo,...} such that

P(X S {.CCl,SCQ,...}) =1.

In other words, X takes values in a finite, or at most countable, set of points, each
with a positive probability.

Definition 1.1.16. A random variable X is called continuous if the probability that it
takes any specific value is zero, that is

P(X =2)=0 forevery z € R.

An even stronger condition than continuity is the one characterizing absolutely con-
tinuous random variables, which possess the valuable property of admitting a probability
density function.

Definition 1.1.17. A random variable X on (2, A, P) is said to be absolutely contin-
uous if the induced probability measure Px is absolutely continuous with respect to the
Lebesgue measure A on R, that is, if

AA)=0=Px(A) =0 VAe B(R). (1.1)

This property ensures that the variable X does not assign positive probability to
“small” sets, where “small” means sets with zero Lebesgue measure. In particular, it
prevents X from assigning positive probability to individual points, instead distributing
the probability over continuous intervals. As mentioned before, absolute continuity is a
stronger condition than mere continuity because it guarantees the existence of probability
density functions.

Definition 1.1.18 (Density function). The probability density function of an abso-
lutely continuous random variable X is a function px : R — [0, 00) such that for every
A € B(R)

P(XeA)= /Apx(ac)da:.

Intuitively, the probability density function px describes how probability is concen-
trated in the outcome space and thus satisfies the important and useful property

/px(x)dx =1 (1.2)
R

Example 1.1.19 (Uniform Distribution) A classic example of an absolutely continuous
random variable is one that is uniformly distributed on the interval [0, 1].
Let X be a random variable with density function

(2) 1 if0<x<1,
€Tr) =
bx 0 otherwise.

This X is said to be distributed as U(0,1). Intuitively, X is equally likely to fall
anywhere in the interval [0, 1]. For any sub-interval [a,b] C [0, 1], the probability that X
lands in [a, b] is simply b — a.
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Definition 1.1.20 (Expectation). Let X be a real-valued random variable on (92, .4, P).
The expected value (or mean) of X is defined as

E[X] :/RdeP’X(z),

where the distribution of X is Px and provided the integral exists (i.e., [ || dPx(z) < o).

Remark 1.1.21 While the expected value of a general random variable is defined via
integration with respect to its distribution, in the case of an absolutely continuous random
variable X with probability density function px, the expected value simplifies to

E[X]:/Rxpx(x)dz.

This expression calculates the weighted average of all possible values that X can assume,
weighted by their probability density.

In situations involving multiple densities or variables, or when it is necessary to specify
the distribution explicitly, we use the notation

Ervry[X] = E[X] = [ 2Px()
R
which we read as “the expectation of X with respect to observations x distributed according
to Px”.

Random Vectors

Extending random variables to higher-dimensional spaces is fundamental in applied sci-
ences, allowing the modeling of multidimensional phenomena that describe signals and
data in high-dimensional spaces. A (real) random vector X of dimension k € N5 is a
measurable function from the probability space (2, .4,P) to R¥, that is,

X : (Q,A4) — (R*, B(R")),

such that for every Borel set A € B(R¥), the preimage X~!(A) € A.
Specifically, we can write
X =(X1,Xo,...,Xp),

where each component X; :  — R is a real-valued random variable. The random vector
X induces a probability measure on (R*, B(R¥)), known as the joint distribution of X,
defined by

Px(A) =P (X '(A4)), VA e BRF).

If X is absolutely continuous, its joint distribution Px is absolutely continuous with
respect to the Lebesgue measure A on R*, and there exists a joint probability density
function px : R* — [0, 00) such that

IPX(A):/px(ml,...,xk)dml---dxk, VA € B(RF).
A

The marginal distribution of a component X; is the probability measure Py, on
(R, B(R)) defined by

Py, (B) := Px ({(azl, cap) ERF gy € B}) , VB e B(R).
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If X has a joint density px, then the marginal density of X; is given by

px;(T;) = /k lpx(fﬂla-u,xk)dfm”~d$i—1 dziyy - - dxy.
Rb—

The concept of expectation extends naturally to random vectors. The expected value
(or mean vector) of X is defined as

EX] := (E[X1], E[X2],...,E[Xk]),

where each component E[X;] is calculated with respect to the marginal distribution Py,
as

In contexts where the dimension is not crucial, we will refer to multivariate random
variables simply as random wvariables. This simplifies the language and emphasizes that
many concepts apply regardless of dimensionality.

1.2 Independence

The notion of independence is central to probability theory and plays a pivotal role in both
theoretical and applied settings. Informally, two events are independent if the occurrence
of one does not affect the likelihood of occurrence of the other. This concept naturally ex-
tends to collections of events and to random variables, ultimately facilitating factorization
properties of joint distributions that greatly simplify analysis in more complex models.

Definition 1.2.1 (Independence of Events). Let (£2,.4,P) be a probability space, and let
(A;)icr be a (finite or countably infinite) collection of events A; € A indexed by some set
I. We say that the family (A;);cs is independent if for every finite subset J C I, we

e ]P’<ﬂ Aj> =[] P4 (1.3)

jeJ jeJ

In particular, for two events A, B € A, this reduces to
P(AN B) =P(A)P(B).

If no such factorization can be achieved for a given collection of events, we say that the
events are dependent.

Remark 1.2.2 Independence of an infinite family (A;);er is thus a strong condition,
requiring this multiplicative structure for every finite subfamily. Independence is strictly
stronger than mere pairwise independence, as it requires joint factorization across all finite
subsets, not just pairs.

The definition of independence for events can be extended to o-algebras and hence to
random variables.

A family of o-algebras (A;);er is said to be independent if no one of them provides any
information about the others. More concretely, for every finite subset J C I, whenever
we pick one event from each A;, j € J, their joint probability measure factorizes into
the product of the individual probabilities. Since each random variable X; generates a
o-algebra o(X;) of events in 2, this notion naturally extends to define independent
random variables.
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Definition 1.2.3 (Independence of Random Variables). Let (X;);c; be a family of ran-
dom variables on (£2,.4,P) taking values in measurable spaces (£2;,.4;), respectively. The
random variables (X;);cr are independent if the family of o-algebras (o(X;))ier is in-
dependent. Equivalently, for every finite J C I and every collection of measurable sets
(Aj)je] with Aj € .Aj, we have

PUH&G@Q:HM&E&)

jeJ jeJ

When each X; in an independent family (X;);c; shares the same distribution, we say
that (X;);cs are i.i.d., i.e., independent and identically distributed.

Independence is a fundamental concept for building probabilistic models that assume
no underlying dependencies between components. Such assumptions are frequently em-
ployed in statistical learning methods, stochastic modeling, and the analysis of algorithms,
providing tractability and simplifying both theoretical analysis and numerical computa-
tion.

One particularly useful consequence of independence is the following theorem, which
relates the expectation of a product of independent random variables to the product of
their expectations.

Theorem 1.2.4 (Expectation of the product of random variables). Let Y; : (22, A, P) —
(R,B), i =1,...,n, be real-valued random variables that are non-negative or with finite
expectations, and assume that Yy, ...,Y, are independent. Then,

B (Hy> _[[Em.
=1 =1

1.3 Conditioning and Filtrations

1.3.1 Conditional Expectation

In probability theory, the concept of conditioning is fundamental when we want to update
our understanding of a random phenomenon upon receiving some additional information.
We begin by considering conditioning on events and then naturally extend this idea to
conditioning on entire collections of events (i.e., on o-algebras). This leads us to the notion
of a conditional expectation of a random variable given a o-algebra.

Definition 1.3.1 (Conditional Probability Given an Event). Let (€2, A, P) be a probability
space, and consider an event A € A with P(A) > 0. The conditional probability of an
event B € A given A is defined as

P(AN B)

P(B|4)i= =55

This construction induces a new probability measure P(- | A) on A, normalized so that
P(A|A) =1.

Similarly, if X : Q@ — R is a (real) random variable, we can consider its conditional
distribution given A:

P(X € B)NP(A)

P(A) ’

Py a(B) = B € B(R).
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The corresponding conditional expectation of X given A is

E[X | A] = /Rscd]P’XM(a:).

Remark 1.3.2 While this notion is straightforward, it is limited because we are only
conditioning on a single event A. To capture the notion of conditioning on richer forms
of “information”, we now move to conditioning on a sub-o-algebra F C A, which can be
viewed as encoding a system of events that provide partial information.

Definition 1.3.3 (Conditional Expectation with respect to a o-algebra). Let (2, A,P) be
a probability space, F C A a sub-o-algebra, and let X : Q — R be an integrable random
variable (i.e. E[|X]|] < c0). A random variable Y : Q — [0,400] is called a conditional
expectation of X given F, denoted by E[X | F], if:

1. Y is F-measurable,
2. For all F € F,
/ Y (w) dP(w) = / X (w) dP(w).
F F

Such a Y exists and is unique up to sets of P-measure zero.

Remark 1.3.4 Intuitively, E[X | F] is the best F-measurable approzimation to X (in the
L' sense). If we think of F as representing the information available to us, then E[X | F]
is the “updated expectation” of X once we incorporate that information. If we choose
F = {0, A, A°,Q}, the conditional expectation reduces to the constant random variable
E[X | A], thus generalizing the event-based case.

From the definition, we can recover conditional probability given F by applying
the conditional expectation operator to indicator functions as

P(B|F):=E[lp | F], Be A

1.3.2 Conditioning on a Random Variable

We have introduced conditional expectation with respect to a sub-o-algebra F C A. One
common scenario is when this o-algebra is generated by a particular random variable
X :Q — (E,&). Conditioning on the random variable X can be viewed as conditioning
on the information encoded by the values that X takes. Formally, we define the conditional
expectation of Y given X as the conditional expectation of Y with respect to o(X).

Definition 1.3.5 (Conditional Expectation Given a Random Variable). Let (2,4, P) be
a probability space, X : Q — (E,£) a random variable, and let Y € L'(P), meaning
E[Y]] < occ.

The conditional expectation of Y given X is defined as

ElY | X] :=E[Y | o(X)].
By definition, E[Y" | X] is o(X)-measurable and satisfies
/ ElY | X]|(w) dP(w) = / Y(w)dP(w), forall Aeé.
X-1(A) X-1(A)
In analogy with conditioning on an event, for x € E, we write
ElY | X = z]

provided that the integral exists, and call it a conditional expectation of Y with respect
to X. If there is no ambiguity, we may omit reference to P and simply write E[Y | X].
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Proposition 1.3.6 (Existence and Uniqueness). Let (2, A, P) be a probability space, F C
A a sub-o-algebra, and let Y € L'(P). Then there exists a random variable E[Y | F| that
is F-measurable and satisfies

/ ElY | Fl(w) dP(w) = / Y(w)dP(w) forall F € F.
F F

Moreover, this conditional expectation is unique up to P-null sets.

Definition 1.3.7. We can define the conditional probability of an event A given
X as
P(A| X):=E[14 | X].

For each fixed x in the image of X, this gives a probability measure P(- | X = z) on A.

Remark 1.3.8 The expression E[Y | X = z] is defined Px-almost surely. That is, it is
well-defined for almost every x with respect to the distribution of X.

In this way, we are updating our expectations and probabilities based on the specific
value X takes. This perspective is especially useful in scenarios involving Markov processes,
where knowing the current state (the realized value of X) allows us to better understand
the behavior of the system moving forward.

Proposition 1.3.9 (Properties of Conditional Expectation). Let (€2, A, P) be a probability
space and F C A a sub-c-algebra. For integrable random wvariables X,Y : Q — R, the
conditional expectation E[- | F| satisfies:

(i) Linearity: For all constants A\, € R,
ENX + uY | Fl = AE[X | F] + pE[Y | F].

(ii) Stability: If Z is F-measurable, then
E[ZX | F|= ZE[X | F] a.s..
In particular, E[Z | F] = Z.
(iii) Tower property: If Fi C Fy are sub-o-algebras, then
E[E[X | ] | Fi] = E[X | Fi].

This is also known as ’Law of total expectation’ and, in the case Fi = {0,Q}, it
implies

E[E[Z] | F] =E[Z].
(iv) Independence: If X is independent of F, then
E[X | F] = E[X].

These fundamental properties mirror those of the usual expectation and ensure that
conditioning does not break essential rules like linearity. In particular, all these properties
also hold when we consider E[Y | X| by simply replacing F with o(X).

In machine learning and stochastic dynamical systems, these conditional tools play
a fundamental role. They allow us to incorporate known information (such as observed
features in supervised learning or past states in a dynamical model) into probability dis-
tributions. As a result, conditional expectations and conditional distributions form the
backbone of many learning algorithms and methods for handling uncertainty.
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1.3.3 Filtrations

As we have seen, conditional expectations and probabilities naturally arise when we focus
on a certain subset of events, representing the information currently known. In many
applications, especially those involving time-evolution (such as stochastic processes), our
information about the system accumulates progressively. To capture this formally, we
introduce the concept of a filtration.

Definition 1.3.10 (Filtration). Let (€2, A, P) be a probability space, and let T" be a totally
ordered index set (often 7= {0,1,2,...} or T' = [0,00)). A filtration (F;);cr is a family
of sub-o-algebras of A such that for every s,t € T with s < t we have

Fs C Fy.

Remark 1.3.11 Filtrations are central in the theory of stochastic processes and will play
a crucial role in defining adapted processes, and Markov processes. Intuitively, the idea is
that at each time ¢, certain aspects of the system have been observed, and the collection F;
encodes exactly what is known at that point. As ¢ grows, we gather more observations and
therefore have a richer o-algebra F;. This helps to bridge the gap between the intuitive
flow of information through time and the formalism of o-algebras which would otherwise
not encapsulate time or causality by itself.

Example 1.3.12 Let us consider a two-step experiment where we roll a fair six-sided die
twice. The sample space is

0 =1{1,2,3,4,5,6} x {1,2,3,4,5,6},

and we equip © with the o-algebra A = 2 and the probability measure P induced by
assuming each of the 36 outcomes (w1, w2) is equally likely with probability 1/36.

Define the random variables X (w) = w; and Xa(w) = wa, corresponding to the results
of the first and second rolls, respectively. We consider three distinct times: before any
rolls have occurred (time 0), after observing the outcome of the first roll X; but before
rolling the die the second time (time 1), and finally after both rolls have been observed
(time 2).

The filtration (F)=0,1,2 associated with the natural information flow of this experiment
is:

fOZ{Q,Q}, fl :O'(Xl), fQZO'(Xl,XQ).

At time 0 we know nothing about the outcome. The only events we can determine
with certainty, i.e. measure, are the trivial ones: “no outcome” ({)) and “some outcome
occurs” (2). Thus,

Fo =1{0,9Q}.

At time 1 we know X (w) = w1, the result of the first roll. The o-algebra F; = o(X1)
consists of all events that can be expressed in terms of knowing the first coordinate.
Concretely, any event in JF; looks like

Ax{1,2,3,4,5,6} with A C {1,2,3,4,5,6).
Since there are 26 = 64 subsets of {1,...,6}, we have

71| = 64.
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At time 2 we know both X; and X». The o-algebra F» = o(X1, X») is just A = 29,
since with both coordinates known we can distinguish every single outcome in 2. Thus,

Fp=2"

and since || = 36, it follows that
| Fo| = 2%,

We see the natural chain of information: Fy C F; C JFo. This filtration thus neatly
captures the idea of information accumulating over the course of the experiment.

1.4 Stochastic Processes

We conclude this chapter with a brief introduction to stochastic processes, which will
serve as a fundamental tool in Chapter 3. Stochastic processes provide a framework for
modeling systems that evolve over time with inherent randomness. They are particularly
useful for studying phenomena where future states depend on probabilistic rules, making
them crucial for understanding dynamical systems subject to random influences.

Definition 1.4.1. A stochastic process is a collection of random variables (Xi)ier,
where T is an index set representing time. Each random variable X; maps the sample
space  of a probability space (£2,.4,P) to a measurable space (S, B) usually called state
space, which can be either discrete or continuous. The index set T can be:

e Discrete, such as T' = N, representing discrete-time processes where the evolution
occurs at integer time steps, or

e Continuous, such as T = R™, representing continuous-time processes where the
evolution is tracked over a continuous interval.

In both cases the process represents the evolution of the random variable X; over the
parameter t € T, typically representing time.

One important class of stochastic processes is the one of Markov processes, which
satisfy the Markov property: the future state of the process depends only on the current
state, not on the sequence of events that preceded it. Formally we have the following
definition.

Definition 1.4.2. For a discrete-time Markov process (also called Markov chain)
(Xt)ten, the property is given by

P(Xe1 € Al Xy, Xy, .., Xo) = P(Xp1 € A Xy), (1.4)
where A is a measurable subset of the state space.

In the case of a discrete-time Markov process with a finite state space, the evolution of
the system can be described by a transition matriz as follows: let S be a finite state space,
and let (X,,)nen be a discrete-time Markov process on S. The Markov property implies
that the process can be fully characterized by the probabilities of transitioning from one
state to another at each time step. These probabilities are encoded in a matrix called the
transition matrix.

The transition matrix P = (p(x,y))zyes is defined as

p(xay) = P(Xn-i-l:y‘Xn:x)? x7y657
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where p(z,y) represents the probability of transitioning from state x to state y in one time
step.

Each row of the matrix P corresponds to a probability distribution over the possible
next states, meaning that the entries of each row must sum to 1:

Zp(x,y) =1 forallxzeS.
yeS

This type of matrix is called a stochastic matrix, and it captures the dynamics of the
Markov chain over time. By multiplying the current state distribution by the transition
matrix, we can obtain the distribution of the process at the next time step. This mechanism
is fundamental for modeling the evolution of systems with probabilistic transitions.
We later explore how to transpose this concept in the case of continuous state spaces.
The following definition relates the concept of a filtration to the measurability of a
stochastic process, introducing the idea of adaptedness.

Definition 1.4.3 (Adapted Process). Let (X;).er be a stochastic process taking values
in a measurable space (S,B), and let (F;)ier be a filtration on (2, A,P). The process
(Xt)ter is said to be adapted to (F)ier if for every t € T', the random variable X is
JFi-measurable.

Remark 1.4.4 Naturally, every stochastic process is adapted to its natural filtration,
defined as (F;¥);er, where
FXi=o0(X,:5<t).

In this case, the filtration ;¥ represents all the information that can be derived from the
process (Xs)s<¢ up to time ¢.

In this sense, the Markov property can be stated as follows: the conditional distribution
of the next state X; 1, given the entire past (X;)s<¢, depends only on the current state
X;. Formally, this means that for a stochastic process

P(Xiy1 € A| F) =P(X4y1 € A| X;) for all measurable A C S.

1.4.1 Classification of Stochastic Processes

Stochastic processes can be broadly categorized based on the nature of the state space
and the indexing set as follows:

1. Discrete-Time and Discrete-State Processes: These processes evolve in dis-
crete time steps, and the state space is finite or countable. A typical example is
the one previously mentioned regarding Markov chains, where the system moves
between states according to probabilities specified by a transition matrix.

2. Discrete-Time and Continuous-State Processes: The time is still measured
in discrete steps, but the state space is continuous. For instance, Markov processes
with transition probability kernels are a specific example that we will examine in the
Chapter 3.

3. Continuous-Time and Discrete-State Processes: The state changes at random
times, which may follow certain probability distributions. For instance, a Poisson
process counts the occurrences of random events over continuous time.

4. Continuous-Time and Continuous-State Processes: These processes involve
continuous evolution in both time and state space. Brownian motion is a classic
example, used to model various physical systems like the motion of atoms.






Chapter 2

Machine Learning with Kernels

Machine learning provides a framework for making predictions and extracting patterns.
In Chapter 1, we introduced the probabilistic foundations underpinning much of machine
learning theory, focusing on essential concepts such as random variables, distributions, and
expectations. Building on these principles, we introduce supervised learning, an approach
of learning by examples, where the objective is to infer relationships between inputs and
outputs from labeled data.

Specifically, our goal in this chapter is to introduce kernel methods, a class of algorithms
that combine theoretical rigor with practical flexibility.

Kernel methods offer a powerful alternative for introducing non-linearity into models.
While neural networks achieve this through hierarchical composition of non-linear func-
tions, kernel methods rely on mapping data into high-dimensional feature spaces, where
linear algorithms can operate effectively. This approach is grounded in the mathematical
framework of reproducing kernel Hilbert spaces (RKHS), which we will formally introduce.
Kernel methods have achieved widespread success in various tasks, including regression,
classification, and clustering, due to their balance between performance, computational
efficiency, and interpretability.

The chapter is structured as follows. We begin by formalizing the problem of supervised
learning in the classical i.i.d. setting, introducing key notions such as hypothesis spaces,
loss functions, and risk minimization. Next, we examine the theory of RKHS and kernel
functions, laying the groundwork for kernel-based learning methods. We then discuss
specific online-learning algorithms as applications of these methods, including recursive
least squares and Stochastic Gradient Descent (SGD), emphasizing their ability to handle
non-linear relationships in data. Finally, we conclude with an overview of learning bounds,
which provide theoretical guarantees on the performance of these kernel-based algorithms.

2.1 Supervised Learning: The Classical Setting
The goal of supervised learning is to find an input/output relation f from a training set

{(xla y1>7 AR (.’L‘n, yn)}

of input/output pairs (called samples or ezamples). Given a new input Zpew, the function
f should predict ypew as the output f (Tnew). When f provides good predictions for
previously unseen data, we say that f generalizes.

In this section we formalize this idea by adopting the classical framework of Statistical
Learning Theory. We begin with a precise definition of the problem and explore its key
components: probability distribution, loss function, expected risk, and hypothesis space.

21
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2.1.1 Setting

The fundamental components of supervised learning are:

(i) A probability space (£2,.A,P), and a random variable Z = (X,Y) : Q — X x ),
where X is called the input space, Y the output space, and X x Y the data space. We
denote the law of Z by p € P(X x V).

(ii) A measurable function ¢: ) x )Y — [0,00), called loss function.

Remark 2.1.1 The data space usually comes with a topology, and the corresponding
Borel g-algebra is considered. However, other choices are also possible and may be used.

It’s worth mentioning that in the upcoming chapters, we’ll be using the Borel o-algebra
in our interest.

For any measurable function f : X — ) we define the expected risk (or expected loss):

L(f) = gty f(2)] = /X o ) o),

The learning problem is then the minimization problem

ffggiv‘L(f)’
assuming that the probability distribution p is fixed but unknown, and the only available
information about p is the finite data {(x1,v1),..., (Zn,yn)}, where we assume that these
samples are independent and identically distributed from p.

It is evident that minimizing over all measurable functions {f : X — Y} is infeasible.
Moreover, since the data is finite, we need to define a data-driven algorithm that selects
f as a good approximation based on the samples {(z1,y1),..., (Zn,yn)} and we have to
establish a method to evaluate how closely the obtained solution approximates the ideal
one.

Remark 2.1.2 In this chapter, the data space X x ) is assumed to be equipped with a
fixed probability distribution p and each observation (x;, ;) is then drawn i.i.d. according
to p. While the i.i.d. assumption is strong, since it implies that data points do not influence
each other and are drawn from the same underlying distribution, it is the classical starting
point for theoretical analysis.

Different options for the output space ) correspond to distinct types of learning prob-
lems. The most common choices in the supervised learning setting are:

e Regression: This corresponds to )V = R, while multivariate regression uses ) =
R? d € N.

e Classification: Commonly, Y = {—1, 1} for the binary case and Y = {1,2,...,m}
for multiclass classification (in this case with m € N distinct categories).

More intricate outputs can also be considered, for instance, by combining the ones
above through product spaces.

Let’s examine a simple example of regression next.
Example 2.1.3 (Regression) Consider the case where ) = R. Suppose the joint distri-
bution p on X x ) is governed by the relationship

yi = fulzi) + ne,
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where f, is an unknown function, n > 0 is a fixed noise level, and ¢; is an i.i.d. random
variable with E[¢;] = 0. A common example is ¢; ~ N(0, 1), implying that conditioned on
x;, each y; is normally distributed around f,(x;) with variance 7.

In statistical learning, this scenario is often called random design regression when (x;)
itself is drawn randomly from a distribution on X'. Then each pair (z;,y;) is sampled i.i.d.
from p. Our goal is to estimate the underlying function f, from these noisy observations.

Remark 2.1.4 (Time-series) In many practical situations, however, the inputs {z1, x2, z3, . ..

are not merely independent points but consecutive observations in time or space. For in-
stance, consider a time series {z;}=1,2, . describing the state of a system at each discrete
time ¢. Under the classical regression assumption, we still treat {(x¢,y;)} as i.i.d. samples;
however, this may be unrealistic in most cases. In Chapter 4, we will revisit regression
tasks without the i.i.d. requirement on the data, such as Markov samples, where the un-
derlying distribution is not fixed.

Example 2.1.5 (Classification) For ) = {—1,+1}, each p(- | ) is a distribution on two
labels:

plylz) = {ply=1l2),p(y=-1]2)}.
If f: X — Ris a real-valued predictor, then the set

{zeX: f(x)=0}

is called the decision boundary, since classification decisions are usually determined by the
sign of f(x). Points where f(z) = 0 mark the exact boundary between predicting +1
versus —1.

As seen in the example above, the predictor f takes values in R instead of the binary
labeling set Y = {—1,+1}. This distinction is often a useful choice for the loss function,
which we can then write as £ : J) x V' — [0,00), where ) is the range of the predictor
function f.

2.1.2 Target Function

The set of functions for which the expected error is well-defined is referred to as the target
space and is denoted by F. When the loss function is measurable with respect to both
arguments, this target space corresponds to the collection of all measurable functions. The
optimal solution to the learning problem is a function that minimizes the error, specifically:
inf L(f). 2.1
inf L(f) 2.1)
Although achieving this infimum may not always be feasible, for many loss functions it is
possible to explicitly identify a minimizer f,, known as the target function, which satisfies:

L(fp) = min L(f).

Different choices of the loss function ¢ lead to different expected risks and, consequently,
to different solutions (or approximations) for the minimization problem. In the context of
regression tasks, which will be our central focus, the loss function is typically expressed as

Uy, f(x) =V(y - f(x)),

where V' : R — [0,00) serves as a penalty function. This penalty quantifies the cost
associated with deviations between the predicted value f(z) and the true label y, assigning
higher penalties to larger discrepancies.

Two widely used loss functions in regression are:
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e Square Loss: {(y,a) = (y — a)?,
o Absolute Loss: L(y,a) = |y — al,

A useful way to analyze the target function and to ensure that the infimum in (2.1)
is achieved is through the inner risk. Note that, under suitable assumptions ([32] for
reference), we can decouple the integral as

L(f) = /X o ) ot ) = /X [ /y 0y, £(2)) dp(y|z) | dpx (),

where py is the marginal distribution over X, and p(- | =) is the conditional distribution
given z. For each x € X, we define the inner risk

Ly(a) := /yé(y,a)dp(y\aj), a € R.

Then
L(f) = /X L (f(x)) dpx(a).

If for every x there is a real number a, minimizing L.(a), then setting f,(z) = as
yields
Ly (fo(z)) = miﬂr{g L.(a), for almost all z.
ac

By integrating over x with respect to py, it follows that f, is indeed a global minimizer
of L. In many standard losses (e.g., squared or absolute), one can solve for a, explicitly,
thereby characterizing the target function f,.

Example 2.1.6 (Square Loss) A fundamental example of the target function can be seen
when using the squared or absolute loss function.

Consider
2

E(y,a) = (y—a) .

For a fixed x € X, the inner risk is

Ly(a) = /y(y—a)de(y\x).

To find the minimizing a, one sets the derivative of L,(a) with respect to a to zero:
LA Ls(a) = =2 [(y—a)dp(y | z) = 0. Solving gives

a = /ydp(y\w),

the conditional mean of y given x. Consequently, the corresponding target function is

folz) = /ydp(y\f'«’)

This is called the regression function for the squared loss.
If we instead consider the absolute value loss, ¢(y,a) = |y — al, one can similarly show
that the optimal choice at each z is the median of the conditional distribution p(- | z).

Remark 2.1.7 As we observed, the selection of loss function directly influences the in-
terpretation of the target function. Both the squared and absolute losses aim to estimate
specific characteristics of the conditional distribution p(y | ). However, the squared loss
prioritizes smoothness and sensitivity to variations in the conditional mean, while the
absolute loss focuses on robust predictions around the median.
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2.1.3 Empirical Risk Minimization (ERM)

As we mentioned earlier, it is clear that directly solving the optimization problem

fggﬁﬁ)

using a finite amount of data is not feasible for two main reasons: the expected risk is
defined as an expectation, which may be impossible to evaluate exactly, and searching
over the entire space of all measurable functions is practically unmanageable.

A core idea in supervised learning is to replace the intractable expected risk L(f) with
a more manageable approximation E( f), called the empirical risk, and to constrain the
choice of functions f to a chosen subset of the target space of functions H C F C {f :
X — Y measurable}, called the hypothesis space.

Specifically, we define the empirical risk as:

EU)Z%E:M%f@M, (2.2)
=1

where {(x;,vy;)}1~, are the training samples, and consider the following constrained opti-
mization problem:

This approach, called Empirical Risk Minimization (ERM), is one of the simplest
frameworks for designing learning algorithms.

Linear Least Squares

To illustrate the fundamental principles of ERM, we concentrate on the specific example of
linear least squares regression, which serves as a foundation for extending these concepts to
more advanced methods, such as kernel-based learning, as discussed later in the chapter.

Suppose X = R?% Y = R, and we adopt the square loss é(y,f(a:)) = (y — f(ac))2
Restricting f to linear functions of the form

fw(x) = z'w (for some w € RY),

defines the hypothesis space
H = {fw Cfw@) =2 w, we Rd}.

The empirical risk (2.2) then becomes the well-known least squares objective:
~ 1 T N2 1 2
L(fw) = ﬁZ(yi_xi w)” = ~lly = X wll%,

where X € R"*? is the data matriz whose i-th row is miT, y € R" is the vector of outputs
(Y1,---,Yn), and || - || denotes the euclidean norm. Hence, we can rewrite ERM as,

min |ly — X wl|®.
weR4
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Remark 2.1.8 Note that, in this linear least squares setting, each function f,, € H
corresponds uniquely to the parameter vector w € R? This correspondence is a linear
isomorphism between H and R¢. Concretely,

H = {fw:wGRd} +— RY,

meaning that minimizing over all f in H is equivalent to minimizing over all w € R%. As a
result, we can interchangeably think of searching for the “best” linear function f,, or the
“best” coefficient vector w. This perspective will remain consistent even when moving to
more general (e.g., feature-mapped or kernel-based) settings.

To solve this minimization problem, we divide it into two cases:

Case n > d (Under-Parameterized). When the number of samples n is at least as
large as the dimension d, we speak of an under-parameterized regime. If X has full column
rank, the least squares solution is unique, and since the empirical risk function is convex
and differentiable, setting its gradient to zero yields the normal equations

X"Xw = X"y,

leading to
o= (x"x)"'xTy.

In this scenario, X ' X is invertible, and @ is the unique minimizer of ||y — Xw||?.

Case n < d (Over-Parameterized). When the number of parameters d exceeds the
sample size n, we are in an over-parameterized regime. If X has full row rank, infinitely
many solutions can perfectly fit the data, i.e. X w =y. A classical selection is the minimal
norm solution

w := min |w].

weR?
Xw=y

Solving by Lagrange multipliers shows that
o= Xx'"(xx")y.

This choice has smallest ||w| among all exact fits to the training data.

Remark 2.1.9 Regardless of n vs. d, the least squares estimator can be summarized via
the pseudoinverse X 1:

@ = X'y.
Whenn>d, XT=(X"X)"'XT: whenn <d, XT = XT(XXT)"L.
Remark 2.1.10 (Stability) If the matrix X has very small singular values (as identified
by its singular value decomposition, SVD), small changes in the data vector y can result in
large variations in the estimated solution w. This phenomenon, referred to as instability,
often indicates poor generalization: a model that fits the training data well but is overly
sensitive to noise or minor perturbations is unlikely to perform effectively on unseen data.
From a linear algebra perspective, small singular values magnify errors, emphasizing the
need for reqularization techniques. For instance, Tikhonov reqularization, which modifies
the objective function to

1
~ly - Xwl? + A,
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penalizes large norm solutions and alleviates this issue by promoting more stable and
robust models.

Moreover, regularization not only improves numerical stability but also helps in proving
theoretical learning guarantees. Specifically, it allows for deriving bounds on the error of
the algorithm by limiting the complexity of the model (through ||w|| or similar norms).
Without regularization (i.e., A = 0), these guarantees could break down.

This completes our illustration of ERM in the linear least squares case. While linear
models provide a simple and tractable foundation, many real-world tasks demand richer
function spaces capable of capturing non-linear dependencies. A classical way to introduce
such flexibility is by transforming the data into more complex representations, where linear
methods can still operate effectively. We now turn to a brief introduction to the theory of
Reproducing Kernel Hilbert Spaces (RKHS), which offers a powerful framework for formal-
izing these ideas, unifying the advantages of linear algorithms with the representational
power needed for more complex problems.

2.2 Reproducing Kernel Hilbert Spaces (RKHS)

So far, we focused on linear learning models, where f(z) = w' 2 with w € R, which are

straightforward to handle but often too limited for complex, real-world data. In fact, we
rarely expect intricate dependencies between inputs and outputs to be encapsulated by a
linear relationship.

There are two strategies for overcoming linearity:

f(x) = @(wTac) or f(z)=w'®(x),

where @ is a non-linear transformation.

The first form underlies neural network architectures, which apply non-linear activa-
tions to linear combinations of inputs. Kernel methods, in contrast, rely on the second
approach: they map each z into a (potentially high- or even infinite-dimensional) feature
space where linear methods can be applied, while still capturing non-linear effects in the
original input space.

Consider a mapping ® : X — RP, with ®(z) = [cpl(x),...,gop(x)]T, so that our
predictor is

f(z) = w'dx) = ij ©j(z).
j=1

In effect, the {¢;} serve as basis functions that allow us to represent a richer class of
predictors while preserving the simplicity of linear parameterization in the transformed
space.

Figure 2.1: Data transformation through feature map
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While any high-dimensional feature map can expand representational power, we will
leverage a specific structure: the Reproducing Kernel Hilbert Space (RKHS). The prop-
erties of RKHS enable efficient computations and have profound implications for both
theoretical analysis (e.g., generalization bounds, interpretability) and algorithmic design
(e.g., the “kernel trick”).

To develop a deeper understanding of kernel-based learning methods, we introduce the
mathematical foundations of Reproducing Kernel Hilbert Spaces in this section.

2.2.1 Reproducing Kernels

Let (X, 1) be a Hausdorff space equipped with a positive finite Borel measure. We denote
LZ as the space of square-integrable functions f : X — R with respect to the measure p, i.e.
{f:X —R| fis measurable and [y |f(z)|*du(z) < oo}, and denote its inner product as
{)u =)z and the norm by |- [l = [ - |2

Definition 2.2.1 (RKHS). A Hilbert space #H of real-valued functions on X is called a
Reproducing Kernel Hilbert Space (RKHS) if, for each x € X, the Dirac evaluation
functional 6, : f — f(z) is continuous (i.e. a bounded linear functional).

Recall Riesz’s representation theorem, which plays a pivotal role in characterizing
elements of an RKHS.

Theorem 2.2.2 (Riesz Representation Theorem). If ® is a continuous linear functional
on a Hilbert space H, then there exists a unique uw € H, called the representer of ®, such
that

In the specific case of Dirac evaluation functionals, for each 0., there exists a unique
representer u, € H such that

o f = f(@) = (f, ux)n-

Definition 2.2.3 (Reproducing Kernel). Let H be a Hilbert space of functions from (a
non-empty set) X to R. A function K : X x X — R is called a Reproducing Kernel of
H if it satisfies:

(i) Ve € X, ky := K(-,z) € H,

(ii) Vo € X, Vf € H, (f,K(-,z))n = f(x), this is referred to as the reproducing
property.

Remark 2.2.4 Several properties of reproducing kernels follow directly from their defi-
nition:

o k, € H is a function from X to R such that k. (y) = K(z,y).
e For any z,2' € X:

K(‘T?x/) = (K('7x)7K('7x/)>H = (kkax’>7{7

e K is symmetric, meaning:

K(z,y) = K(y,x) VYa,y € X.
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From the remark, we can deduce that the Hilbert space H contains all functions of the
form f = Z;VZI a; K (-, z;), where z; € X.
We can write the norm of such functions as

N N N N
£ =0 il K(ay), Ky = > ik, k)
j=1i=1 j=1i=1
Proposition 2.2.5. If it exists, the reproducing kernel K for a Hilbert space H is unique.

Proof. Assume that H has two reproducing kernels K; and K. Then:
(f. K1(-,2) = Ka(-,2)) = f(z) — f(x) =0, VfeEMH, VzeLX.
In particular, if we take f = Ki(-,z) — Ka(-, z), we obtain:
1K1 (@) = Ka(2)|3; =0 Vzedk,
implying K1 = Kos. O

Proposition 2.2.6. Let H be a Hilbert space of functions f : X — R. Then the evaluation
operators 0, are continuous functionals if and only if H has a reproducing kernel K.

Proof. First, assume that H is a Hilbert space with reproducing kernel K, then:

02 f| = |f (@) = |[(F, K 2))] < G 2) [ fllae-

Hence, §, : H — R is a bounded linear operator.
Conversely, assume that §, : H — R is a bounded linear functional. By the Riesz
representation theorem, there exists a unique representer u, € H such that

Oof = (fyus)n VfeEH.

Define K (-, z) := u,(-) for all z € X'. Then, it immediately follows:

Thus, K is a reproducing kernel for . O

Definition 2.2.7 (Positive Definite Kernel). A function K : X x X — R is a positive
definite kernel if it is symmetric, i.e. K(z,y) = K(y,x) for all z,y € X, and if for any
n € N and any choice of points z1, ..., z, € X, the n x n matrix [K(x;, :I:j)];-szl is positive
semidefinite, i.e.

n
Z Ci Cj K(mi,xj) > 0 for all vectors (cq,...,c,) € R™.
ij=1

We refer to [K(z;,z;)]7;_; as the kernel matrix.
Theorem 2.2.8 (Moore-Aronszajn Theorem). Let K : X x X — R be a positive definite
kernel. Then there exists a unique (up to isomorphism) RKHS Hyx C RY with reproducing

kernel K.
Conversely, if K is the reproducing Kernel of an RKHS H, then it is positive definite.
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Proof. In the following we give an outline for the construction of Hg. Given a symmetric,
positive definite kernel K on X', one can build the corresponding RKHS H g in the following
steps:

1. Pre-Hilbert space setup. Define

Ho = {Zaz

neN, o € R, ZL'ZEX}

the set of all finite linear combinations of kernel sections K (-, ).

2. Inner product. For f =371 o;K(-,x;) and g = >, B;K (-, y;) in Ho, define

= ZZQZBJ 1'172/]

=1 j=1

3. Completion. Endow Hg with the norm induced by the inner product. Its completion
is the Hilbert space Hg. By construction, Hg satisfies the reproducing property
(fi K(-,x))n, = f(z). See [26] for details.

This procedure yields a unique RKHS whose kernel is precisely K.
Conversely, assume that K is the reproducing kernel of an RKHS #. The symmetry
of K follows directly from the symmetry of the inner product in H:

K(z,y) = (Ko, Ky)nu = (Ky, Ka)n = K(y, @)

For any n € N,zq,...,z, € X, and ay,...,a, € R, the positive definiteness of K is

established by:
2

n
E aiaj $17517]

ij=1

xz

H
O

We will also denote the inner product of Hx as (f, 9)x = (f, 9)n, and, similarly, the
norm as || f{[x = || fll3-
Remark 2.2.9 The bilinear form

<ZO&LK(,.’BI), ZB] K(7yj)> Zzalﬁj xhyj
i=1 j=1 K i=1 j=1

is a well-defined inner product on the pre-Hilbert space Hy = span{K(-,z) : = € X'}.

Remark 2.2.10 Convergence in || - || g-norm implies pointwise convergence, thanks to

falz) = f(@)| = [{fa = £, K( a))k| < Ifa = fllx 1K G, 2)llx

Hence each Cauchy sequence {f,} C Ho converges pointwise to a limit f. By including
all such limits, we obtain the RKHS Hx where K remains the reproducing kernel.
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2.2.2 Mercer’s Theorem and the Integral Operator Viewpoint

Thus far, we have seen how a positive definite kernel K defines an RKHS Hg. There is
an alternative characterization of K and Hy via the integral operator

Tic: A(X) = LX), (Txh@) = [ Kle.w) 1) duto)

also denoted Tk, to make the dependency on the measure explicit. This perspective
clarifies the connection between kernels and their spectral (eigenfunction) expansions,
known as Mercer’s theorem.

Remark 2.2.11 For Tk to be well-defined as an operator, one usually requires that
K is continuous on X x X and satisfies an integrability condition such as Tr(K) =
[[ K*(x,2") du(z) du(2’) < oo. This condition is sometimes referred to as finite trace,
ensuring that K (-,z) € Li(X ) for each z. If K is not of finite trace over all of X', one can
restrict to a suitable sub-domain where this property holds. In this way the image of Tk
in Hx can be regarded in Li(X ) by composition with the inclusion Hx — Li (X).

Now recall the definition of eigenfunction and eigenvalue for a linear operator.
Definition 2.2.12 (Eigenfunction of Tk ). A function ® € Li(X ) is called an eigenfunc-
tion of Tk if there exists A € R such that

(T ®)( /Kwy y)du(y) = A®(z), VzelX.

In this case, A is the corresponding eigenvalue.

Theorem 2.2.13 (Mercer’s Theorem). Let K : X x X — R be a continuous, positive
definite kernel, with X being compact. Then there exists an orthonormal set of eigenfunc-
tions {®;};°, C L%(X) of Tk, with corresponding non-negative eigenvalues {\;}32, that
accumulate only at 0, such that

) = D X ®i(x) P
=1

and this series converges uniformly on X x X.
Moreover, the RKHS associated with K can be characterized via these eigenfunctions:

Hi = {fELi(X)’ Z@ <oo}, with inner product <f,g)K_Z<f7 >)\< ) > _
i=1

i=1 v

Sketch of proof. Under the stated assumptions, Tk is indeed a compact, self-adjoint, and
positive operator on L? (X ). The spectral theorem for such an operator ensures there is
an orthonormal basis of eigenfunctions ®; in L? (X ) with eigenvalues \; > 0 converging to

0. One can then expand
o
) = D Xi®i(x) P
i=1

where the series converges uniformly by standard results on compact operators with con-
tinuous kernels. For the RKHS characterization, because each ®; is continuous and or-
thonormal in LZ(X ), we can represent f € Hy as

o}

f=> cd,

=1
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2
subject to the condition ) .2, % < 0o. The inner product then becomes

o0

C; dl
([ DHx = > %
=1
for f=5",¢;®; and g =), d; ;. For details, see [26]. |

Remark 2.2.14 (Compactness Assumption) Classically, Mercer’s Theorem assumes that
X is compact and K is continuous on X x X. Under these conditions, the operator Tk
becomes compact, and one obtains the uniform convergence of the eigenfunction expansion.
Moreover, it is well known [6] that T : L7 (X) — L2(X) is a compact, self-adjoint, positive
operator, with || Tk || < k2, where k = sup,cr /K (z, ).

In some variants, one can replace or relax the compactness requirement by imposing
other conditions. For example, assuming that K (x,z) is uniformly bounded (i.e. K < 00)
and K satisfies suitable continuity or integrability assumptions relative to the measure
p (eg. sigma-finiteness), then Tk can still be treated as a compact operator on a re-
stricted sub-domain. The key idea is that one needs both boundedness of K (to ensure
the images K(-,z) € Li(X )) and appropriate continuity properties (to secure the spec-
tral decomposition). In practical settings, these assumptions ensure that K admits the
same eigenfunction-based representation without requiring X’ to be compact in the strict
topological sense.

A useful way to see the integral operator is through the sampling operator S,. For
each v € X, define S; = (K, - )k : Hx — R by Sy(f) = (K4, f)x = f(x), which is
linear, and let S be its adjoint, so S} : R — Hx sends ¢ — ¢ K. Then S35, : Hx — Hx
is a rank-one positive operator given by (S%S;)(f) = f(z) K,. Taking expectation with
respect to u, we obtain that for f € Hy,

Tipt@) = [ K@ai@au) = [ (555,00 duy)
In this sense, the restriction Tk ,|n, : Hx — Hi can be expressed as

TK,M‘HKf = EyN,U [S;Syf]7

which is usually known as the covariance operator of the measure p in Hy. From now
on we are going to denote the operator and its restriction simply as Tx or Tk, abusing
notation.

Definition 2.2.15 (Features). The Mercer theorem (2.2.13) ensures the existence of a
mapping ¢ : X — H, such that

K(z,y) = (®(), ®(y))n,

for every positive definite kernel K.
The map & is called the feature map, and H is referred to as the feature space.

Remark 2.2.16 Since K(-,z) = > 72, A ®;(-) ®;(x), we have for any f € H,

(f,K(2))k = ZM = Y adi(x) = f(o),
i=1 v i=1

thus showing again that K reproduces f(zx) via its eigenbasis.
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Remark 2.2.17 Mercer’s theorem provides a link between the kernel K viewed as an
inner product in the RKHS, and the eigenfunction expansion of the compact operator
Tx. In analogy to linear algebra, where we diagonalize a matrix to reveal its basis of
eigenvectors, here we diagonalize the integral operator Tk to obtain an orthonormal basis
{®;} of eigenfunctions in Li(X ), with corresponding nonnegative eigenvalues {\;}.

We will exploit this for defining a regularity condition on our target function, know as
source condition.

Definition 2.2.18 (Source condition). Given a o-finite measure p and a kernel K :
X x X — R, we say that f, satisfies the regularity condition of order r, with r > %, if

fp - T[T(“u,ga (23)

for some g € Li(z’\f’). Meaning that

o0
fo=Y Nag®i,
=1

where ®;, \; are the eigenfunctions and eigenvalues of Tk, respectively, and g; = (g, ®;),.

Remark 2.2.19 The operator Tk , being positive, self-adjoint, and compact on LZ(X )
guarantees we can consider its fractional powers T , Via the usual spectral theory. Also

note that Tll(/ i(LZ(X )) = Hk, since for r = 1/2 the operator is an isometric isomorphism
and that 0 < a < b implies Tj‘(#(Li(X)) - T%’#(LZ(X)). Therefore f € Hy for r > 1/2.

To understand this inclusion, we examine the spectral decomposition of Tk and analyze
how the RKHS norm of f depends on r. Let Tk , ®; = \; ®;, with A; > 0, A; — 0 and
{®;};°, an orthonormal basis in L?(X).

Any g € Li(z’\,’) can be expanded as

o0
9= 6%, gi=(g%)
i=1

Then

[ee]
fo = Thkpg = > Ngi®
=1

Since (f,, ®i), = Al gi, we obtain

1F1% = DA (N g)® = Yo artgl
=1 =1

Whether this series converges depends on 2r — 1 and the decay of A;. If r > %, then
2r —1 > 0 and )\?T_l — 0 as i — o0, so the series converges (since g € LZ(X ) implies
S 1gil* < 00). Hence, [|f,||% < oo, thus f, € H. Conversely, if r < %, one has
2r — 1 < 0, and for large 7 the term )\?“1 blows up, causing ||f,||% to diverge. In that
case, f, ¢ Hi.
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2.3 Kernel Methods for Learning

Now that we laid out the mathematical groundwork of RKHS, we can expand our dis-
cussion to include learning with non-linear functions through feature maps and kernels.
We begin by revisiting some aspects of least squares with linear functions and examine
how to incorporate non-linearity using kernels in this framework. This leads us to discuss
recursive least squares and stochastic gradient descent algorithms.

Let us start by revisiting the linear least squares problem presented in the first section.
The goal is to find the linear function f(z) = x'w that minimizes the empirical risk, or
equivalently, finding the weight vector w that minimizes the objective, as

1 n

AN : T 2 2

w = arg mimn — i — W I; )\w 3 )\>O
gwe n T ; 1(% z) ” H =

The solution to this problem can be expressed as:
0 = XT(XXT +nA) Ly,
where X € R"*? is the input matrix and y € R™ is the output vector. To simplify the
interpretation of the solution, we can rewrite it as:
n
it =X"Te= inci, where ¢= (XX +nAI)"y.
i=1

This leads to the equivalent representation:
n
) = Za:Txici,
i=1

where the coefficients ¢; depend on the solution of the linear system.

As we discussed in the previous section, our approach will be similar, but instead of
using linear functions, we will consider functions of the form

where @ is a feature map.
A simple example of a feature map is given by monomials.

Example 2.3.1 Let X = R, then one can consider the polynomial feature map (of degree
p)
d:R—RP, O(x)=(x,2%23 ... 2" .

Another example is the quadratic feature map:
O :R* 5 R (z1,72) — (aF, V22122, 73).

See Figure 2.1 for reference. With an appropriate choice of the mapping ®, data in higher-
dimensional feature spaces can become linearly separable by a hyperplane.
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2.3.1 Learning in the Feature Space

Suppose each z € X C R? is mapped via
DX — R, ®(z)=[p1(2),...,0p()],

and we restrict our hypothesis space to
Ho = {f] /(x) = wT @), werr}.

As before, let {(z;,y;)}I; be the training samples, and consider an empirical risk of

the form
n

EA() = + 3 i i) + Al Sl

i=1
where £ might be the squared loss, and || |z, = |[w| if f(z) = w' ®(x).
Definition 2.3.2 (Feature matrix). We define the feature matriz
® e R™P with (®)y = pj(zs),
and let y € R™ denote the output vector (yi,...,yn)-

For the squared-loss case we can write
. 1 .
La(fw) = _lly = S w|? + Ajw|*.
Similarly as before, minimizing over w € RP, yields the minimizer
A _3T (38T -1
= o (cb@ +,\1) v,

where we have scaled A\ by n inside the matrix inversion, as it is a common notational
convention. Setting

(DT -1 n DT . — () (s
c= (P> +A) y €R", where (PP );;=(z;) P(xy),

we can write

n
=", = Zfb(acz)c2
i=1

So for each new point =z,

Pa) = @ o) = Y e (2() T0())

=1

Hence f*(z) is expressed as a linear combination of the inner products ®(z;)T ®(z).
In fact,

) =" ci(®(x), ®(x)) where c= (D8 + M) 'y.

=1
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Remark 2.3.3 (Kernel Trick) Notice that the coefficient vector ¢ and the function values
P‘(m) never require explicit knowledge of each component ;. Instead, all expressions rely
on the dot products ®(z;) " ®(z;). With this approach, we can replace Hqe with an RKHS
and ®(x;)" ®(x;) by a kernel

K(z,z5) = (®(x;), D(x5)),

which directly computes the dot product in the (potentially large or infinite-dimensional)
feature space. Thus, as it follows from the discussion on RKHS, once we express the solu-
tion P‘(x) in terms of inner products ®(z;)" ®(z), we no longer need the explicit feature
map .

This insight is commonly referred to as the kernel trick, and the procedure by which
algorithms can be performed by replacing inner products with a kernel is often called
kernelizing. Consequently, one can operate in an implicit feature space without explicitly
constructing &.

Example 2.3.4 (Kernelizing Regularized LLS) Recall the solution in the feature space:
AN n AN AN
Pa) =" c(®(z:),®(x)), where c= (P27 +AI)y.
i=1

If we let K (x4, ;) = (®(x;), ®(x;)), then
f)‘(a:) = ZCiK(xi,x), and c¢= (IA(+ )y,
i=1

where K € R™" is the kernel matrix of the training data with IA(Z-J- = K(zj,z;). In
particular, P‘ is an empirical approximation of the (regularized) minimizer of the expected
risk, which we can express using the integral operator Tk as

A= (Tx + X)) Tk £,

A proof of this fact can be found in [26].

This exemplifies a broader principle: solutions to regularized risk minimization in
RKHS can always be expressed as linear combinations of kernel evaluations at training
points. The Representer Theorem formalizes this observation.

Theorem 2.3.5 (Representer Theorem). Let Hx be an RKHS with kernel K, and con-
sider the reqularized empirical Tisk minimization problem:

win (LA} Tal) = -3 (= F@))* + NIk A>0.
1=1

feHK n

Any minimizer ]a € Hx admits a representation:

n
f’\(af:) = ZaiK(a:,:ni), a; €R,
i=1

where the coefficients o = (v, ..., )| solve the finite-dimensional system (I? +AM)a =
y.
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Proof Sketch. Let H C Hy be the subspace spanned by {K,}" ;. Decompose f € Hy as
f=f+f', where f € H and f+ € QL. By the reproducing property:
fHe) = (Y Ke)rk =0 Vi=1,...,n.

Thus, the empirical risk depends only on f, while | f||% = || flI% + | f*]%. Minimizing
L(f) forces [|f*][3 = 0,50 f = f. m

Remark 2.3.6 The theorem guarantees that even if H g is infinite-dimensional, solutions
lie in the n-dimensional subspace spanned by {Kj,}. This justifies parameterizing f as
[ =>", &K, during optimization, avoiding explicit feature maps ®.

Example 2.3.7 (Polynomial Kernel) Consider the map
K(z,z) = ((z,2) + 1)",

with p € N and z, z € R?. We claim that K can be written in the form
K(z,2) = ®(z) ®(2),

for a suitably chosen (finite-dimensional) feature map ® : R — RV,

Let us first examine the case x, z € R for gaining some intuition. Then we can write

K(z,2) = (zz + 1) = zp: <z> (z2)F = Zp: (Z) b2k,

k=0 k=0

We can group coefficients expanding the binomial coefficients and define

D(z) = <\/<§> \/@;n \/@xa L @wp)T ¢ RL

A direct check shows ®(z)"®(z) = (xz + 1)P. Thus

K(z,z) = (®(x),®(z)) forall z,z € R.

For z,z € R%, we expand similarly by multinomial coefficients. Each monomial term
(z,2)* can be broken down into sums of products of coordinates z;z;. The resulting
finite-dimensional feature map ® : RY — RN picks out all degree-p monomials in the
coordinates of x, up to appropriate constant factors. In particular, each coordinate of
®(x) has the form /Cg(z{*---24?) for some multi-index a = (ai,...,aq) € N? with
llafi = a1 + - -+ 4+ ag < p. Thus, the feature space dimension N is (d;p).

Hence K is a positive definite kernel, called the polynomial kernel of degree p.

Example 2.3.8 Consider the kernel function:

1

- 1—a?(x,z)’

K(z,2)

where o?(x,z) < 1. This can be expanded as a geometric series:

e}

=S (0¥w, ).

1-a*(z,2) =
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In the scalar case (d = 1), this becomes:

=Y () = a@) (),
s=0

where:
®(z) = (1, ax, 22 o2, )",
Despite ®(z) becoming an infinite-dimensional vector, the kernel can be computed
efficiently given « and (z, z).

For d > 1, an analogous construction exists, where K(x,z) can be interpreted as
enumerating all monomials z® with weights a®.

Remark 2.3.9 (Taking p — o0) One can view certain kernels (like the above geometric
series) as the limit p — oo of polynomial expansions. The previous example illustrates how
one can systematically transform “basic” data coordinates into higher-order monomials,
enabling linear algorithms to fit more complex relationships. Although the explicit feature
map may be large (or even infinite) in general, the kernel function

K(z,2) = (2(x), ®(2))

can be computed directly, rather than writing features explicitly, and efficiently, making
such expansions tractable in many learning applications.

Example 2.3.10 Another famous example of an infinite-dimensional feature expansion
is given by the Gaussian kernel. For z,z € R and v > 0, define

K(z,2) = exp(—7]x — 2[).

Below we illustrate how K can be expanded as an infinite sum of monomials, implying
that the kernel corresponds to an infinite-dimensional feature map.
Assume d = 1 for simplicity and let z,z € R. Observe that

K(z,2) = exp(—(z — 2)%) = exp(—72%) exp(—ya?) exp(2yz2).

The factor exp(2vyxz) has the power series expansion

o0

2yxz)"
exp(2yxz) = Z %’
n=0
hence
L (2vaz)
exp(—(r — %) = exp(—7a?) exp(—2%) S P22
= nl

Rearranging each term, we see that

Thus, we may define an infinite-dimensional feature map

n $2
D(a) = (@o(a), D(2), Da(a). ) with @) = /2 xnexp<7>7

so that K(z,z) = (®(z), ®(2)).
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2.3.2 Online Learning

Up to this point, we have discussed batch (or offline) learning algorithms, where the
entire sample set {(z;,y;)}I"; is given from the start and we may use it all at once (e.g.
to minimize an ERM objective). In many real-world scenarios, however, data can arrive
sequentially and potentially unbounded in size, making batch learning not advantageous
for computations or even impossible. This prompts the study of online (or incremental)
learning, which processes examples sequentially, one at a time, and updates the hypothesis
on the fly.

Regression in Online Learning

We again consider the regression problem from the previous section, but instead of receiv-
ing all n data points at once, we observe a sequence of i.i.d. random examples

{ze}i21, 2= (ze,y0) € X x Y,

each drawn according to a probability measure p. The goal remains to approximate the
regression function

fpram— /yydp(ym,
by minimizing the mean squared error,
L) =E[(f@) =) = [ (@) - y)dplay),
XxY
or a regularized version of it, e.g.
La(f) = L) + Al fIl% = / (f (=) —y)*dp(z, y) + A fII- (2.4)

XxY

Rather than re-running a batch procedure each time we get a new example, a map 7
updates its current hypothesis f;_1 to f; upon seeing (x¢, y¢). We write

fr = Te(fr—1, e, yt),

where T} is an update map Ty : H x X x Y — H. We aim for f; — f, in some sense (e.g. in
H or Lﬁ X-norm). This procedure, in general, is referred to as an online learning algorithm
(OLA).

Remark 2.3.11 As each data point is processed in arrival order, the hypothesis can
be improved (or at least adapted) at each step, which can be crucial for large-scale or
streaming data. Moreover, the computational overhead for each update is typically smaller
than a full batch solve, at the expense of possibly more “noisy” updates.

Stochastic Gradient Descent in RKHS

Next, let us explore one specific instance of OLA. Let the hypothesis space Hx be the
RKHS induced by a positive-definite kernel K on X x X. Assume there exists constant
k > 0 such that x := sup,cy /K(z,2) < oo, and M, > 0 such that supp(p) C X x
[—M,, M,]. We focus on an online algorithm for the squared-loss objective with an RKHS-
regularization term (i.e., Lx(f) = L(f) + Al f||%)-

Given the t-th example (x4, y;), we update from f;_1 € Hx to f; by

ft = fie1 — 'Yt[(ft—l(xt) — ) Koy + Mt ft—l} (2.5)

where:
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e (7)ten is a sequence of positive reals called step-size (or learning-rate),

e (\)en is a sequence of non-negative reqularization-parameters (or gains),
o Ky, = K(-,x),

e fo € Hx is an initial guess (often fo = 0).

Algorithms of this type are referred to as stochastic gradient descent (SGD)-type al-
gorithms. In effect, at each iteration, we approximate the gradient of the (regularized)
expected risk L), using a single “sample gradient”:

VLA(fi-1) = (fi—1(ze) — ye) Kap + Mt fro1.

Remark 2.3.12 (Measurability) Let F = (F;)ien, be the filtration generated by the
data, where
Fi=of{(xs,yi) : 1 <i <t}

Here, E;[-] = E[- | ] denotes the conditional expectation with respect to F;. Note that
(ft)ten is an Fp-adapted stochastic process taking values in the RKHS Hg. Recall that
the adaptation to F; ensures that f; depends only on the data observed up to time t.

Remark 2.3.13 (SGD) To understand why the update (2.5) can be viewed as a (stochas-
tic) gradient descent procedure, we first recall how to define a gradient in a Hilbert space.
Let H be a real Hilbert space, and let V' : H — R be a Fréchet-differentiable functional.
Then the gradient VV(f) € H of V at f is the unique element in H such that, for all
gEH,
(VV(f), 9)n = DV(f)lg],

where DV (f)[g] is the directional (or Fréchet) derivative of V' at f in the direction g. In
the context of (2.5), each data point z = (x,y) defines a local objective

V() = 5 (@ =) + ASIE),
where f € Hy is a function in the RKHS. We claim that
VVA(f) = (f() —y) Ke + M f. (2.6)

Indeed, for g € Hg, we can check the directional derivative at f, which is the linear
functional DV, (f) : Hx — R such that for g € H,

lim ‘Vz(f +g) - VZ(f) - DVZ(f)(.g)‘

—0.
llgll x—0 lgllx

By computing the limit and using the reproducing property of the kernel we get

DV()lg]l = (f(z) =y)g(x) + X[, 9)x = (f(x) —y) Ko + S, 9) K,

which proves (2.6).
Hence, in the case of z = z, f = f;, the update (2.5) becomes

firr = fr — % VVL(fi),

showing that at step ¢, we descend in the negative gradient of V, taken at f;.
Because z; = (x¢,y:) are drawn randomly (i.i.d. from the underlying distribution p),
we can see the gradient

VVa(f) = (f(z) —y) Kz + Af
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as a random variable dependent on z. Notably, the expectation satisfies

E[V.(f)] =3 (LU + AlIflI%)

meaning that the updates in (2.5) can thus be regarded as stochastic approximations of
gradient descent methods for solving the regularized expected risk minimization problem
(2.4), with time-varying regularization parameters A = \;. In this sense, each iteration is
a stochastic gradient descent step in Hyx. Over many iterations, these individual random
steps approximate the global minimizer of the expected risk, while processing one sample
at a time.

In particular one can prove the following result.

Proposition 2.3.14. Fiz \; = A > 0 and set vy — 0 appropriately®, then
Ife = fMlx =0, for t— oo

where f* = (T + M)~ Tk f, is the minimizer of the (reqularized) expected risk objective
P

LA(f) = /X U@ = o) + M

Remark 2.3.15 One can show, under certain conditions on (7, \¢), that the algorithm’s
final hypothesis f; eventually approximates f, at a rate comparable to batch methods.

Before concluding this section, let us state one remark on the role of independence and
conditional distribution in this framework.

Remark 2.3.16 (Independence, Conditional Distributions, and Stochastic Updates) Con-
vergence guarantees for the algorithm (2.5) hinge on two aspects of the data and target
function. First, we assume that the sequence of examples {z; = (z¢, yt) }ten is 1.i.d. from
the underlying distribution p. In particular, independence ensures that, at each step ¢, the
gradient estimate

Ve, (fie1) = (fie1(@e) —w) Koy + Mo fia

is conditionally unbiased given the o-algebra F;_; generated by the past data. As we
previously observed, the hypothesis f;—1 only depends on z1,...,2—1 and is thus F;_i-
measurable. Since z; is independent of F;_1, the conditional expectation reduces to aver-
aging over z; while treating f;_1 as fixed:

Ei1[VVs, (fi-1)] = VLx(fi-1),

where VLy, (fi-1) = E(zy)p [ (fi—1(2) —y) K] + A fi—1. Bach incremental update thereby
provides a fresh, unbiased sample of the full gradient. This property results in very useful
control of the variance of the updates (e.g., via martingale decomposition). If the data
were dependent, additional assumptions (e.g., mixing conditions) would be required to
decouple z; from prior hypotheses {f;};<¢.

Second, the conditional distribution determines the regression target

fox) = /y ydply | 2).

For the iterative sequence {f;} to converge toward f,, the RKHS Hx must either contain
[p exactly, or at least approximate it under some regularity assumption (for instance a
source condition, f, = Trg with r > 0, g € LIZ) X). These regularity assumptions bound
the approximation error and govern how effectively finite-sample stochastic updates can
learn f,.

1%:m with k =sup,cy /K(z,z) <oco and 6 € (3,1)
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2.4 Learning Bounds

2.4.1 Excess Risk

The output of a learning algorithm is a function f, in the hypothesis space H (eg., RKHS
induced by a kernel K'), dependent on the training data z = {(x;,v;)}]",, where each
sample (z;,y;) € Z = X x ) is drawn from the underlying distribution p. A learning
algorithm can be thus seen as a map A : 2™ — H that outputs a hypothesis f, = A(z),
whose empirical risk is E( fz) = %Z?Zl 0(yi, fz(x;)), given a chosen loss ¢ (eg. squared
loss). Since the true distribution p is unknown, we generally cannot find f, exactly.
Instead, we look for f, whose expected risk L(f,)) is close to L( fp)- The quantity

L(f2) — L(f,),

called the excess risk, measures how much worse L(f,) is compared to the ideal function.
Consistency means that this excess risk goes to zero as the sample size grows n — oo.
This can be formalized in different ways, for example:

e Convergence in expectation: B[ L(f,) — L(f,)] — 0,

e (Convergence in probabilty: P(E(fz) — L(f,) > €) — 0 for all € > 0. Note that the
excess risk is a random variable Q@ — Z", w — z = (21,..., 2,).

While consistency is an asymptotic notion, learning bounds offer finite-sample estimates
of how fast a learning algorithm converges. Such results often provide upper bounds of
the form

E[L(f2) = L(£,)] < e(n.p. H),

or, for a confidence parameter 6 € (0,1),
P(L(f,) < L(f2) + €(n,0,H)) > 1 -6,

where € may depend on the sample size n, the probability distribution p on Z2 = X x ),
and the properties of H.

For instance, in the case of regularized algorithms in RKHS, the bound might be
expressed in terms of the norm ||| -, the spectral properties of the kernel integral operator,
and the regularization parameter A. One can then invert this dependence to derive a
sample complexity (i.e., how large n must be for a desired accuracy) or an error bound
(i.e., how small the difference in norm between f, and f,). In the last section of this
chapter, for instance, we mention a bound in terms of excess risk and one in terms of
probability.

Remark 2.4.1 (No Free Lunch) A natural question is whether one can derive uniform
guarantees across all possible distributions p. Ideally, one might seek a single bound of
the form

sgp(E [L(f2) = L(f,)]) < en, M),
valid for every distribution on X x ). However, classical “no free lunch” results show that,
without additional assumptions, such uniform statements cannot hold in general. Indeed,
for any fixed learning algorithm, one can construct distributions p that cause arbitrarily
poor performance.

This observation does not preclude universal consistency, where each distribution is an-
alyzed separately, but it does underline that distribution-free performance bounds require
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restricting the set of possible distributions or making further hypotheses (e.g. smooth-
ness conditions). Hence, the assumptions we impose, are crucial for achieving meaningful
convergence guarantees in a broader sense.

Having introduced two main algorithms, the batch regularized linear least squares
(LLS) (Example 2.3.4) and the online SGD-type algorithm (2.5), we now discuss their
theoretical convergence properties.

2.4.2 Regularized Linear Least Squares: Batch Convergence

Recall the batch regularized linear least squares algorithm in feature spaces, described in
Example 2.3.4. Recall the hypothesis given by the training data {(x;, v:)}7 1,

f)‘(x) = Zn: ci K(z;, ),
i=1

where ¢ = (IA( + M)~y and IA(ij = K (z;,z;), approximates the solution
= Tk + M) ' Tk £,

which is the minimizer of L(f) + A||f||% in Hx.
Then the following theorem (from [37]) holds.

Theorem 2.4.2 (Regularized LLS Convergence). Let {(x;,y;)}; be i.i.d. samples drawn
from p, and let _]/D‘ be the reqularized least squares estimator defined above. Suppose there
exists constants k > 0 such that k := sup,cy \/K(x,x) < oo, and M, > 0 such that
supp(p) € X x [=M), M,].

Then, there exists a constant Cs > 0 depending on § € (0,1) such that, with probability
at least 1 — 6,

L(f") = L(f) < Cs <A(A) + KB + AR 4 M M”N(A)) ;

nZ\ n nZ\ n

provided the sample size satisfies
n > % max (N(/\), \/2/05> ,

where AQX) = || fA~follz = ITR (fA~Fo)lFe, BO) = [fA~FollZe, N(A) = Tt [(Tk + M)~ Tk ] ,
and C,, = 1281og?(8/9).
2.4.3 SGD Algorithm: Convergence Guarantees

We now return to the online case, where the algorithm is given by the update (2.5), with
time-varying regularization A\; and step-size ;:

ft = fier — [(ft—1(36t) — ) Koy + M ft—l}y

where (z4,y;) are ii.d. samples from p, and K., (-) = K(-,2;). We denote the target
function f, in the RKHS H g satisfying

fo = arg min { L(f) = E[(f(2) —)"}.

feHK

Then the following results hold [36].
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Theorem 2.4.3 (SGD Algorithm Convergence). Let {f;} be defined by (2.5), then
lim sup E[]|f; = fll7] = 0.
assuming:
1. f, € Hi (or satisfies a suitable source condition, f, = T)g),
2. v, A >0 as t — +o0,
S/ M —0 and [[fx, — fa Ik /veAe = 0,
4o D120 WA = 00.

Furthermore, if v quantifies the regularity of f,, meaning Ty"f, € L%X for some r €
(1/2,3/2], and initial reqularization parameter \g > 1. Then, for allt € N, with probability
at least 1 — 6,

(r— 2 3
ft - f K < COt*_l + Cl>\ (r=1/2) log -+ 02’)/1 Ty i s
P 0 5

where t, ==t + tg, with ty € N large enough, and constants

4r+3 20r — 2 _ 20(k + 1)2M
Co =2ty M,, Cy:= T Cy =20
0 0 Iz 1 (27“— 1)(2T+3) H K fp”pa 2 K

Corollary 2.4.4. In particular, in the case f, = Tyg with r € (1/2,3/2], we have

E(lfi — fol%] = O(t~=1/2).



Chapter 3

Stochastic Dynamical Systems and
Markov Chains

In the earlier chapters, we laid the groundwork for the discussions to come. Chapter 1
introduced the measure-theoretic foundations of probability, providing a rigorous frame-
work for understanding randomness and uncertainty. Building on this, Chapter 2 explored
classical machine learning concepts, focusing on kernel methods and learning bounds in
the i.i.d. setting.

Yet, many real-world scenarios deviate significantly from the i.i.d. paradigm. Appli-
cations such as time series analysis, evolving data streams, and sequences of dependent
observations often require a more flexible framework. In this work, we focus on relax-
ing the ‘identical’ assumption in i.i.d. data, while avoiding independence through a data
collection scheme discussed in Chapter 4. This allows us to address a broader range of
processes, including stochastic dynamical systems.

This chapter aims to provide the theoretical tools needed to analyze data arising from
stochastic dynamical systems. Unlike deterministic systems, stochastic dynamical sys-
tems incorporate inherent uncertainty. These systems evolve according to probability
kernels, extending deterministic trajectories to stochastic processes as Markov chains. As
we progress, we will explore key concepts such as ergodicity and the conditions under
which system state distributions converge to stationary distributions. These results will
enable us to work with data that falls outside the usual i.i.d. assumptions.

Our primary goal is to establish key properties, such as measure convergence and dy-
namics irreducibility, which will form the foundation for the learning framework discussed
in the next chapter.

The chapter is organized as follows. We begin by revisiting the concept of a dynamical
system, starting with the deterministic case before transitioning to the stochastic context.
Next, we introduce Markov processes and transition probability kernels, examining the
conditions under which these systems converge to stationary measures. Along the way, we
study notions such as irreducibility, aperiodicity, and various forms of ergodicity.

3.1 Dynamical Systems

In this section, we introduce the fundamental concepts of dynamical systems.
Traditionally, dynamical systems are represented by differential or difference equations

derived from fundamental physical laws. For instance, Newton’s second law F' = ma serves

as a cornerstone for modeling mechanical systems. Physics-based models like this have

45
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enabled significant advancements by allowing precise simulations and control of various
systems.

However, as science ventures into complex and high-dimensional systems such as cli-
mate models, neural networks in the brain, financial markets, and language, deriving
accurate models from first principles becomes increasingly infeasible. These systems often
exhibit nonlinear behavior, high dimensionality, chaos, and stochasticity, making analyti-
cal solutions or even numerical simulations challenging, if not impossible.

The explosion of data availability in recent years presents an opportunity to approach
these complex systems differently. By leveraging data-driven techniques, we aim to con-
struct models that can accurately predict, control, and provide insights into the underlying
dynamics without relying solely on traditional physics-based approaches.

3.1.1 The mathematical modeling

In physics, a system is a collection of interacting parts enclosed within a boundary and
considered as a single entity. It usually models a specific portion of the universe that is
being studied or analyzed. The boundaries of the system might be physical or abstract
and they define what is included in the analysis versus what is considered to be the
surroundings. A dynamical system is a system that evolves in time.

In mathematics, a dynamical system is a collection of elements in a set, possibly
together with some structure (e.g., metric, probability measure), equipped with a function
that evolves the system over time.

Formally, we define S as the state space, whose elements represent the interacting
components of the system, and f : S — S as the evolution function that governs the
system’s dynamics. The specific nature of S and the map f depend on the characteristics
of the system being modeled and how it evolves over time. To formalize this concept in a
notationally efficient and general manner, we first introduce the notion of a monoid.

Definition 3.1.1 (Monoid). A monoid 7 is an algebraic structure consisting of a set
equipped with a binary operation * satisfying:

(i) Associativity: (g« h)xk =gx* (hxk) for all g,h,k € T.

(ii) Identity Element: There exists an element e € T such that g xe = ex g = g for
all g e T.

utilizing the concept of a monoid, we can now formally define both discrete-time and
continuous-time dynamical systems as follows.

Definition 3.1.2 (Dynamical System). A dynamical system consists of:
(i) aset S called the state space, whose elements represent the states of the system,
(ii) a monoid T, representing the time domain or indexing set,

(ili) a map s : 7 — S that assigns to each time index ¢ € T the state of the system at
that time, denoted as sy := s(t) € S,

(iv) a function f : § — § called the evolution function, which describes how the
system evolves from one state to another.

Depending on the nature of the change, f can be adapted in order to model different
dynamics, e.g., f : § x T — S for non-autonomous systems or f : § x Q — S, with Q
being a sample set in a probability space, to introduce stochasticity; similarly the map
s: T — S will also be adapted. We will explore these cases later.
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We classify the system as:

e Discrete-time if the monoid is discrete, meaning its elements form a countable set,
eg, T =N, T=27Z/nL.

e Continuous-time if the monoid is a continuous monoid, e.g., 7 = R>g, 7 = R.

In this setting, 7 may still represent time in the traditional sense, with the binary
operation being ordinary addition, but it can also accommodate more generic indexing
structures, such as multidimensional spatial coordinates, the numbering of a word (or
token) in a text, or other parameters.

Remark 3.1.3 Although we have defined dynamical systems in a completely abstract
setting where S is simply a set, in practice the state space usually has additional structure
that is preserved by the map f. For example, (S, B) could be a measurable space and f
a measurable map, a topological space and a continuous map, or a metric space and an
isometry, or a smooth manifold and a differentiable map.

Example 3.1.4 (Continuous-Time Dynamical System) Consider a continuous-time dy-
namical system indexed by 7 = R>(. Suppose the dynamics are governed by an ordinary
differential equation (ODE):

5(t) = f(s(1))-

For example, let the state space S = R and define f(s(t)) = ¢s(t), where ¢ € R. Then
the ODE becomes $(t) = cs(t). For each initial condition s(0) = sg, the unique solution

can be easily found as s(t) = spe.

Example 3.1.5 (Discrete-Time Dynamical System) Consider a discrete-time dynamical
system indexed by 7 = N. Suppose the dynamics are governed by a difference equation:

s(t+1) = £(s(0).

Let the evolution function be f(s(t)) = c1s(t) + c2, with ¢1,¢2 € R. The difference
equation becomes s(t + 1) = ¢1s(t) + ca. As before, for each initial condition s(0) = so,

Tt
the unique solution is s(t) = soc} + 021_—2, provided that ¢ # 1.

In the previous examples, the systems evolve depending only on the initial condition
and the choice of constants. Here, the systems’ evolution functions are not explicitly
dependent on the time parameter ¢t € 7. We call such systems autonomous; otherwise,
if the dynamics explicitly depend on time, we call them non-autonomous, meaning that
the dynamics can change over time independently of the state.

3.1.2 From Deterministic to Stochastic Dynamical Systems

So far, we have considered dynamical systems that evolve deterministically, governed by an
evolution function f. In practice, however, many systems are better modeled by accounting
for stochasticity or are influenced by inherent randomness. There are multiple ways to
formalize randomness in this context. In what follows, we will focus on two important
perspectives: the one of stochastic dynamical systems (SDS) given by a stochastic evolution
function, and the one of Markov chains (MC) given by a probability kernel. We will show
how these two viewpoints are fundamentally intertwined.
First we lay down some fundamental working assumptions.
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From now on, we will only consider discrete-time autonomous systems (S, ), where
S is a compact state space, and B is a (countably generated) o-algebra.

Remark 3.1.6 Note that most of the following discussion applies only when the state
space’s o-algebra B is countably generated. This condition is quite mild. For instance,
any subset of R? equipped with the standard Borel o-algebra satisfies this condition, since
the Borel o-algebra is generated by open balls with rational centers and rational radii,
which form a countable set.

Definition 3.1.7 (Stochastic Dynamical System (SDS)). Let (S, B) be a measurable state
space and (£2, A, P) a probability space. Suppose we are given an S-valued random variable
Xo : 2 — S and a sequence of i.i.d. random variables {9}y such that ¥ : Q@ — [0, 1]
and each 9, is distributed as U(0, 1).

A stochastic dynamical system (SDS) is defined by a measurable function

f:8x%x][0,1] — S,
called the stochastic evolution function, and the recursion
XtJrl = f(Xt,ﬂt) for all ¢ € N.

Each X; is a measurable function X; : 2 — S, representing the system’s random state
at time ¢t. Each update X; — X;;1 is driven by the current state and an independent
U(0,1) random input ¢;.

Remark 3.1.8 The choice of ¥ ~ U(0,1) is without loss of generality. By the probabil-
ity integral transform, any random variable can be generated from a U (0, 1)-distributed
random variable via an appropriate measurable transformation. It is a convenient choice
for representing arbitrary stochastic behavior in the evolution of the system.

As we will see in the next chapter, our ultimate goal is to best approximate certain
conditional expectations arising in the stochastic evolution, such as E[X;y; | X; = z]. The
aim is to develop a learning algorithm that estimate these conditional expectations from
observed data and to establish theoretical guarantees on the sample complexity needed to
achieve reliable approximation in this setting.

Given an SDS, we can describe its evolution in probabilistic terms. From any current
state = € S, the distribution of the next state X;y; is the law £(f(x,9;)). This naturally
leads us to define a transition probability kernel that encapsulates these probabilities.

Definition 3.1.9 (Transition Probability Function/Markov Kernel). Let (S, B) be a mea-
surable space (with countably generated o-algebra). A transition probability function
(or transition probability kernel) is a function

P:SxB—[0,1],
satisfying the following properties:
(i) For every x € S, the map A — P(x, A) is a probability measure on (.S, B);
(ii) For every A € B, the map x — P(z, A) is B-measurable.

The value P(x, A) represents the probability of transitioning from state x € S to a
measurable set of states A € B in one time step. Such a function P is also called a Markov
kernel.



3.1. DYNAMICAL SYSTEMS 49

This definition generalizes the notion of a transition matrix, introduced at the end
of the first chapter, from the finite state space setting to more general state spaces. In
particular it allows us to move from discrete to continuous state spaces by working with
general probability measures rather than discrete probability distributions.

Remark 3.1.10 If we consider a transition kernel P(z,-) that is a Dirac measure at the
point f(x), i.e. P(x, A) = dp(,)(A), then there is no randomness in the evolution and we
recover a deterministic system. Thus, taking P(z,-) = §,(-) for some deterministic update
rule is a special case of a stochastic system where the randomness is trivial.

3.1.3 Path Space

In the deterministic setting, a dynamical system is represented by a unique function s :
T — S mapping each time ¢ to the corresponding state s;. In the stochastic setting, such
a function s is seen as an element of s € S7, where S7 = {s: T — S} is the class of
functions s : 7 — S. The element s, also called a path is now a realization of a sequence
of random variables {X;};c7 defined on the path space.

Definition 3.1.11 (Path Space). Let (S,B) be a measurable space and let 7 be our
discrete time domain (N in the countable case or {0,1,...,7"} in the finite case). The
measurable space (ST,BT) is called a path space, where B7 denotes the o-algebra on
ST generated by all evaluation maps 7; - ST — S, t € T, given by m;(s) = s(t).

We denote with (S, BT) the path space for 7 = {0,1,..., T} and with (S°°, B®) the
path space in the case of 7 = N.

If X :Q — U c ST, then clearly X; = m o X maps Q into S. Thus, X may also be
regarded as a function X (t,w) = X;(w) from T x Q to S. We will explore this precisely
after a few remarks on measurability in the path space.

Remark 3.1.12 Since the finite path space ST is just the T-times cartesian product
szo S, and S*° = T[>S, one could ask if the corresponding o-algebras coincide with
the product o-algebras introduced in the first chapter. It is indeed the case, to see that
recall that:

(i) The product o-algebra B® --- ® B is generated by all cylinder sets of the form

C=A x---xAp, withA;eBfort=1,...,T.

(ii) The o-algebra BT on the path space is generated by the projections m; : ST — S.

In particular, every set in B” can be expressed as a countable union of intersections of
cylinder sets, and every cylinder set belongs to BT. Hence, BT = B® --- ® B. Similarly,
in the infinite case, we have that Q,~ | B =o({m : t € N}).

A rigorous proof relying on cylinder sets can be found in [34], p.75.

As a consequence we have the following lemma.

Lemma 3.1.13 (Measurability). Let (S,B) be a measurable space, T be the index set as
above, U C ST, and X : Q — U be a function. The following conditions are equivalent:

(i) X is BT NU-measurable.

(ii) X¢:Q — S is B-measurable for everyt € T.
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A mapping X with the properties in Lemma 3.1.13 is called an S-valued (random)
process on 7 with paths in U. By the lemma it is equivalent to regard X as a collection
of random elements X; in the state space S.

The next theorem shows that from any initial distribution and a transition kernel, we
can construct a stochastic process with the corresponding finite-dimensional distributions.
This result lays the foundation for relating a Markov chain with a given kernel as a
realization of an SDS, and conversely.

Theorem 3.1.14. For any initial measure p on S, i.e., u: B — [0, 1], and any transition
probability kernel P,{P(x,A) : x € S, A € B}, there exists an S-valued stochastic process
X = {Xo,X1,...} on T with paths in some U C BT, and a probability measure P, on
ST such that P,(A) is the probability of the event {X € A} for A € U. Moreover, for
measurable sets A; C X;, 1 =0,...,n, and any integer n, we have

P,(Xoc Ay, X1 €A,...,.Xp €A, = / / p(dyo)P(yo, dy1) - - - P(yn—1, An).
AO An—l

(3.1)
In the case of i = 65, the dirac measure at a point x € S, we use the notation Ps, = P;.

Definition 3.1.15 (time-homogenous Markov chains (MC)). The stochastic process X is
called a time-homogeneous Markov chain with transition probability kernel P
and initial distribution p if the finite-dimensional distributions of X satisfy (3.1) for
each n.

With these notions in place, we are now ready to formally establish the connections
between SDSs and Markov chains (MC). The following proposition confirms that any S-
valued time-homogeneous Markov process with a given transition kernel can be realized
as an SDS, and conversely, every SDS induces a time-homogeneous Markov process with
a corresponding transition kernel.

Proposition 3.1.16. Let X be an S-valued process on T . Then the following conditions
are equivalent:

i is a time-homogeneous Markov process with transition kernel P and initial distri-
1) X is a time-h Mark ith t ition k I P and initial distri
bution u,

(ii) There exists a measurable function f : S x [0,1] — S and i.i.d. U(0,1) random
variables 91,32, . .., independent of L(Xo) = u, such that

Xn = f(Xpn-1,9n) a.s. foralln e N.

In this case, the transition kernel is given by P(x,-) = L(f(x,v)) almost surely.

This guarantees that discussing SDSs through stochastic evolution functions or as
(time-homogenous) Markov chains through transition kernels is essentially equivalent.
Hence, the study of the MC and its properties naturally extends to the corresponding
SDS.

This framework facilitates the formalization of asymptotic properties and trajectories
in stochastic systems. Trajectories, in particular, will play a crucial role in the next
chapter, as they are fundamental parts of our learning algorithm’s data.
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Definition 3.1.17 (Trajectory). Let (S, B) be a stochastic dynamical system with initial
probability measure u. A trajectory is a realization of the stochastic process given by
Theorems 3.1.14 and 3.1.16 with £(X() = p, that is

X(w) = {Xo(w), X1 (w), Xo(w),...}.

We call a trajectory of length L the finite truncation {Xo(w), X1(w), ..., Xr—1(w)}.

3.2 Markov Chains

In the previous sections, we have established that every stochastic dynamical system can be
represented as a time-homogeneous Markov chain { X, },en with a transition probability
kernel P and an initial distribution p. Having identified this correspondence, we now turn
our attention to the long-term behavior of such chains. Specifically, we want to understand
under what conditions the sequence of measures uP™ converges to a limiting (stationary)
distribution and, more importantly, how quickly this convergence occurs.

Our ultimate goal is to characterize conditions that ensure exponential convergence
of the induced measures. To achieve this, we will begin by examining the n-step transi-
tion probability kernels, which describe how distributions evolve over multiple time steps.
This approach will guide us through key concepts such as ergodicity, aperiodicity, and
wrreducibility, which together form the backbone of the classical theory ensuring conver-
gence.

We denote by X(p,), or just X when there is no ambiguity, the Markov chain deter-
mined by the transition kernel P and the initial measure p derived from our SDS (S, B).

3.2.1 Evolution of Probability Distributions

Definition 3.2.1 (n-step transition probability kernel). The n-step transition prob-
ability kernel is defined iteratively. We set P%(z, A) = 6,(A) and, for n > 1, we define
inductively

P'(z,A) = / P(z,dy)P" (y,A), z€8, AcB. (3.2)
S
We write P™ for the n-step transition probability kernel {P"(z, A),z € S, A € B}.

Theorem 3.2.2 (Chapman—Kolmogorov). For any m with 0 < m < n, the following
Chapman—Kolmogorov equation holds:

Pz, A) = / P™(z,dy)P"™(y, A), z€S, A€eB. (3.3)
S

We interpret (3.3) as saying that, as X moves from x into A in n steps, at any inter-
mediate time m, it must take some value y € S; and that, being a Markov chain, it forgets
the past at that time m and moves the succeeding (n —m) steps with the law appropriate
to starting afresh at y. We can write (3.3) alternatively as

Po(X, € A) = / Py(Xom € dy)Py(Xp_m € A). (3.4)
S

Exactly as the one-step transition probability kernel describes a chain X, the m-
step kernel satisfies the definition of a transition kernel and thus defines a Markov chain
X™ = {X]"} with transition probabilities

Po(X™ € A) = P™(z, A). (3.5)
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Definition 3.2.3 (m-skeleton of a Markov chain). The chain X™ with transition law
(3.5) is called the m-skeleton of the chain X.

We now explore how the evolution of measures and observables in terms of the tran-
sition kernel P.

Given an initial (o-finite) measure p on S, it evolves by recursively applying the Markov
transition function. The n-step evolution of y acts pointwise on A € B as

W) i= [ i) P, ), (3.6)
S

which, in terms of the n-step transition kernel P", is equivalent to

Wl (4) = puPr(A) = / u(de) P (z, A).
S

As an operator, P™ acts on continuous measurable functions f on S as

PP f(x) = /S P (., dy) f(3).

Remark 3.2.4 Since S is compact, every continuous function f : .S — R is bounded and
thus integrable with respect to any probability measure on S. In particular, for any initial
measure y and any Markov kernel P, the measures uP" are probability measures, and the
integrals defining P" f and puP™ are well-defined.

From now on, our main focus will be on the sequence of ditributions {pu!!},ey, with
plth .= Pt. We will see what it means for this distributions to converge and study its rate
of convergence.

3.2.2 Ergodicity

The main results regarding the learning algorithm presented in Chapter 4 largely depend
on the convergence of distributions, for which we will need a fast rate of convergence.
Our aim for the rest of this chapter is to formalize this convergence precisely and study
sufficient conditions on our Markov Chains for this convergence to happen. To begin, let’s
recall the definition of the total variation norm in the classical setting.

Definition 3.2.5 (Total Variation Norm). If 4 € M(S), then the total variation norm
||| v is defined as

lullzy := sup |u(f)| = sup p(A) — inf u(A).
Filf1<t AeB AeB
Definition 3.2.6 (Ergodicity). We call the system ergodic if there exists a unique proba-
bility measure 7w € P(.S) such that plth = ppt 20 1 for any starting probability measure
. [t _ t—o0
w, meaning ||plt! — 7|y ——= 0 Vu € P(S).

Although ergodicity is typically expressed in terms of the TV-norm, we will make use
of a different version, in particular with respect to the Holder norm. To achieve this, let’s
first revisit the definition of Holder space.

Definition 3.2.7 (Holder Space). For s € (0, 1], the Holder space C*(S) is defined as
the set of all functions f : S — R such that the Hélder norm || f||cs is finite, where the
Holder norm is defined by
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I fllcssy = I flles) + [flesis)s  with [ flos(s) = sup,, %

Note that C*(S) is a Banach space for each s € (0, 1], as it is complete with respect
to the Holder norm || - ||cs(sy. Moreover, a probability measure p on ' can be regarded as
an element of the dual space (C*(S))*. This is because the inclusion C*(S) — C(95) is a
continuous embedding due to the simple inequality || f||c(s) < [|fllcs(s)- Recall that S is
compact, and so every continuous function on S has a finite supremum norm || f|[¢(s) =
Ifllcc < 400. Therefore, we have the following inclusion P(S) € M(S) = C(S)* —
(C5(S))*, where P(S) is the space of probability measures and M(S) is the space of
signed bounded measures on S.

Definition 3.2.8 (Ergodicity with Holder norm). We call the system ergodic, or simply
ergodic, if there exists a unique probability measure m € P(S) such that pl) = P! LN

for any starting probability measure p, meaning ||l — | (s (5))* LNy Yu € P(9).
Equivalently, by definition of the dual, for each pu € P(S)

| [ f(@)dpl — [5 f(z)dr] 1o
| flleses)

0 VfeCos(s), vt (3.7)

From now on we will always assume this definition of ergodicity.

Remark 3.2.9 In general, a Markov chain can exhibit multiple “ergodic behaviors” if
there are several invariant measures, each attracting different initial distributions. Con-
cretely, the state space may decompose into distinct “ergodic regions,” and starting the
chain in one region leads to convergence to one particular invariant measure, while starting
in another region may lead to a different limit. However, in the setting where a unique
invariant measure 7 exists and attracts all initial distributions, we say the chain is ergodic.
This is precisely the scenario we are interested in: the limiting distribution is unique and
does not depend on the initial distribution.

To gain a clearer understanding of the limit measure of an ergodic system, we introduce
the concept of invariant measure and examine its connection to the long-term behavior.

Definition 3.2.10 (Invariant measures). A measure 7 € M(S) is called invariant if it
satisfies 7P = mr, i.e.

m(A) = /S 7(dz)P(z,A) VA€ B.

Let us first recall what a stationary chain is and how it relates to the invariant measure
we just introduced.

A process is called stationary if, for any k, the marginal distribution of {X,,,..., X1k}
stays the same regardless of the value of n. While most Markov chains aren’t stationary
by default, we can sometimes create a stationary process {X,,n € N} by choosing the
initial distribution p appropriately.

To generate an entire stationary process, it’s enough to ensure stationarity at the first
step. Starting with an initial invariant probability measure 7, we can iterate as follows:

m(A) :/SW(dm)PQ(;r,A)

= / w(dx)P”(m,A) = PTr(Xn € A)?
S
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for any n and any A € B.

By the Markov property, X is stationary if and only if the distribution of X,, does not
change over time.

Invariant probability measures are important not just because they define stationary
processes, but also because they determine the ergodic, behavior of the chain. To see why,
consider P,(X, € -) for any initial distribution p. If a limiting measure v, exists on the
space of probability measures, such that

P,(X, € A) = v (A) VAeBasn— oo,

then
u(A) = tim [ p(dz) P (x, A)

n—oo S

= lim T "1 dw)P(w
= [ ) [ PP @, du) Pl 4

n—o0

:/Wﬂ(dw)P(w7A)7
S

This shows that v, is invariant under P. In particular, if there is a unique invariant
probability measure 7, then v, = 7 for any initial u (provided the limit exists), showing
that the long-term behavior of the chain does not depend on the initial distribution u.
Example 3.2.11 Consider a Markov chain {X,,} on the real line, where P(z,-) = N (%, 2)
for each z € R. Equivalently,

1
Xn+l = §Xn + Un+17

where {U,} are i.i.d. with £(U,) = N (0, 3).
Note that the standard normal distribution 7 = N(0,1) is invariant. In fact, for any

A € B(R),

wino

/Rﬂ(dm)P(x,A) = /R %eéﬁ </y€A ﬁe__(y_gfdy> dx,

2 e_§<y_%>2dydx7

1 1.2
= 67527
/xER /yeA V2T V3V2r

ved Joer 27V/3

1 2
= e 2dy =7(A).
/yeA V2T )

which means the Markov chain {X,,} is stationary with respect to N (0, 1).

N

Remark 3.2.12 For this reason, we can express the limit measure of an ergodic system
as uP" — 7, independently of the measure ;. Formally, in the sense of (C*(.5))*, we have:

t—o0

[Pt — ¢P||(cs(5)ys — 0 Vip, ¢ € P(S).

In particular, by fixing = € S, we obtain P"(x,-) — 7.

As we have observed, the relationship between the limit measure and the invariant
measure is valid as long as we can formalize the limit and, hence, the distance between
two measures. To achieve this, it is essential to define a norm for our measure space. The
Holder norm we previously introduced is merely one specific option. In reality, a wide
variety of norms is used.



3.2. MARKOV CHAINS 95

Remark 3.2.13 Although the total variation (TV) norm is the most common choice for
measuring the distance between probability measures, in this chapter (and especially in
the next), we employ the Hélder norm because it allows us to derive explicit convergence
rates under additional smoothness assumptions on the Markov chain. Working in (C*(5))*
gives us finer control over certain error terms related to the chain’s transition dynamics,
which is crucial for obtaining quantitative bounds in Chapter 4. Nevertheless, convergence
in the TV-norm guarantees convergence for the Holder norm as well, since the TV-norm
imposes a stronger condition in the space of measures. Keeping this in mind, we can be
reassured that the usual theoretical guarantees one has in the classical framework still
apply to our case of interest.

To derive explicit bounds for our use case rather than just asymptotic results, it is
essential to introduce a stronger form of ergodicity that requires a convergence rate: ge-
ometric ergodicity. Geometric ergodicity corresponds to the property, which not always
holds, that this convergence occurs exponentially quickly.

Definition 3.2.14 (Geometric Ergodicity). We say that the system above is geometri-
cally ergodic if:

(i) it is ergodic — in the sense of (C*(S))*;

(i) there exists V' : S — [0, +00) measurable, C' > 0 and « € [0, 1) such that

/ V(z)dn(r) < oo and ||P'(x,-) — T()lcs(s)) < Ca'V(z) Vx €S, VteN.
S

This definition formalizes what it means for an ergodic system to have a geometric
(or exponential) rate of convergence. There are several other definitions of ergodicity, the
one of our interest is uniformly geometric ergodicity. It is a stronger form of geometric
ergodicity where the function V(z) in the definition is constant. This means that the rate
of convergence to the limit distribution does not depend on the initial state x. Instead,
the convergence happens at a uniform exponential rate for all starting points in the state
space.

Remark 3.2.15 (Uniform ergodicity) Uniform ergodicity per se does not necessarily
imply an exponential rate of convergence, but together with the requirement of a geometric
rate, it insists that the same constants C' and « in (4.2) work uniformly across the space.

Definition 3.2.16 (Uniformly geometric ergodicity). Let 0 < s < 1. We call the system
uniformly geometrically ergodic if there exist constants C' > 0 and 0 < o < 1 such
that,

Hpt(.’E,) _W(')H(CS(S))* S CCL’t, Vt. (38)

Or, equivalently, for any initial measure pu,

< Colflexcxy. ¥ ECUX), Ve (39)

Lﬂ@%fﬁ—éﬂwm

Remark 3.2.17 Trivially we have:

uniformly geometric ergodicity =—> geometric ergodicity =—> simple ergodicity.

This ergodicity assumption is equivalent to, or implied by, a number of different state-
ments, which in some cases might be easier to check. We explore this in the following by
introducing concepts such as irreducibility, aperiodicity and Harris recurrence.
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3.2.3 Irreducibility

Definition 3.2.18 (y-irreducible). The process X with Markov kernel P, is said to be
p-irreducible if there exists a non-zero o-finite measure ¢ on S such that,

p(A)>0 = In>0: P*"(z,A) >0 Vzes.

This basically means that every 'relevant’ measurable set, in the sense of ¢, is always
accessible from any point x € S in a finite amount of steps.

Example 3.2.19 Back to the example from the previous section (3.2.11), where {X,,} is
a Markov chain on the real line, with P(z,-) = N (%, %) for each = € R.
Then, for any A C B(R) such that the Lebesgue measure A\(A) > 0, for all z € R,

2 _
P A= [ el

It follows that {X,} is A-irreducible.

While the concept of p-irreducibility ensures that the Markov chain can, with some
positive probability, reach all sets of positive p-measure from any starting point, it does
not guarantee uniqueness of the measure . In practice, there could be many different ¢
that make the chain irreducible. To obtain a canonical irreducibility measure and a more
intrinsic notion of irreducibility, it is useful to introduce the idea of a maximal irreducibility
measure.

wln

2\ 2
v=3) dy > 0.

Proposition 3.2.20 (Maximal Irreducibility Measure). Suppose the Markov chain X is
p-irreducible for some (nonzero) measure ¢ on S. Then there exists a measure v, called
a maximal irreducibility measure, such that:

(i) the chain is 1p-irreducible;

(i1) for any other measure ¢, the chain is ¢ -irreducible if and only if 1 = ¢’ (i.e., any
set A € B for which ¢'(A) > 0 also satisfies P(A) > 0);

(iii) P(A) =0 = Y{z|In>0 s.t. P"(x,A) >0}=0.

We will consistently use 1) to denote an arbitrary maximal irreducibility measure for
the chain X.

Definition 3.2.21 (¢-irreducible). The Markov chain is called -irreducible if it is ¢-
irreducible for some ¢, and the measure v is a maximal irreducibility measure satisfying
the conditions of Proposition 3.2.20.

We write

Bt :={AeB:y(A) >0}

for the sets of positive 1-measure; the equivalence of maximal irreducibility measures
implies that BT is uniquely defined.

With the definition of ¥-irreducibility as our baseline, we can further explore conditions
ensuring convergence.
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3.2.4 Aperiodicity

While v-irreducibility is a fundamental notion, it does not preclude the existence of peri-
odic structures that can hinder convergence. To address this, we introduce the concept of
small sets, which play an important role in establishing certain uniformity conditions and
in proving aperiodicity.

Definition 3.2.22 (Small set). A set C' € B is called a small set if there exists an integer
m > 0 and a nontrivial measure v, on S such that for all x € C and all B € B,

P"(x,B) > vm(B).
When this condition holds, we say that C' is vy,-small.

Intuitively, when a set C' is small, and v, being non-trivial meaning that there exists
B measurable such that v,,(B) > 0, then there is a positive chance for the chain to move
from the small set C' to B in m steps, independently of the state z € C.

The existence of small sets is central to establishing various ergodic properties of
Markov chains. In particular, for a w-irreducible chain, it can be shown that every set in
BT contains a small set. Another important fact is the following

Proposition 3.2.23. Suppose the chain X is v-irreducible. If C € BT (X) is vyp-small,
then there exists M € N, and a measure vy such that C' is vyr-small, and vy (C) > 0.

Hence we have PM(z,-) > vy (-), € C, and vy (C) > 0, so that, when the chain
starts in C', there is a positive probability that the chain will return to C at time M.
We will use the set C' and the corresponding measure vy to define a cycle for irreducible
Markov chains.

Consider the set of time points for which C' is vjs-small with a minorizing measure v,
(meaning that for every z € C and B € B, we have P"(z, B) > v,(B)) proportional to
VM-

Formally the set is

Ec ={n>1:Cis vp-small, with v, = e,v)s for some ¢, > 0}.
For any B C C, if n,m € E¢, we know C' is both v,-small and v,,-small. Thus,
P™(z,B) > vp(B) = emum(B), z€C,
and
P"(y,B) > v,(B) =epvy(B), yeC.

Using the Chapman-Kolmogorov equations, and restricting the integral to C, for z € C
we obtain

n—&-mx — mx n mx n .
P, B) = [ PP .B) > | Pady) P, 5)

Substituting the minorization bounds:

P" " (z, B) > /CsmyM(dy) enVM(B) = [emenvar (C)] var(B),
which shows that F¢ is closed under addition. Thus, there is a natural “period” for the set
C, given by the greatest common divisor (gcd) of E¢. It can be shown that C' is v,4-small
for all sufficiently large n, where d = ged(E¢).

We show that this value is in fact a property of the whole chain X, and is independent
of the particular small set chosen, in the following
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Theorem 3.2.24 (Periodic cycle). Suppose that X is a 1-irreducible Markov chain on S.
Let C € BY(X) be a var-small set and let d be the greatest common divisor of the set E¢.
Then there exist disjoint sets D1, ...,Dq € B (a “d-cycle”) such that:

(i) For x € D;, P(x,D;4+1)=1,i=0,...,d—1 (mod d);
(ii) The complementary set N = [U?Zl D;¢ is 1p-null, i.e., p(N) = 0.

The d-cycle {D;} is maximal in the sense that for any other collection {d', D}, k =
1,...,d'} satisfying (i)-(ii), we have d' dividing d; while for d = d', then, by reordering
the indices (if necessary), D} = D; -almost everywhere.

Proof. For i =0,1,...,d—1 set

Di = {y DY Py, 0) > 0},
n=1

by irreducibility, S = |J D}.

The D] are in general not disjoint, but we can show that their intersection is v-null.
Suppose there exists ¢, k such that ¢(D; N Dj) > 0. Then for some fixed m,n > 0, there
is a subset A C D} N D} with ¢(A) > 0 such that

Py, C) > 6, >0, weA
Prid=k(y, C)>e,>0, weA

and since % is the maximal irreducibility measure, we can also find r such that

/ vy (dy)P" (y, A) = €. > 0.
C

Now we use the fact that C' is a vjs-small set. For x € C, B C C, one can derive

P2M+md7i+r(x’B) > / PM(I,dy)/

Pr(y.dw) | P w,d)PY (2, B)
C A C

> [5c<€m]VM(B)a
so that [2M +md+r]—i € Ec. By identical reasoning, we also have [2M +nd+r]—k € E¢.
This contradicts the definition of d, and we have shown that ¥(D] N Dj) =0, i # k.

Let N = U, ;(D; N Dy), so that () = 0. The sets {D; \ N} form a disjoint class
of sets, for which the complementary of its union satisfies ¥ ([|J;(D; \ N)]) =0 . We can
find a set D such that P(x, D) =1 for any x € D and D; = DN (D} \ N) are disjoint and
D = |JD;. By the Chapman-Kolmogorov equations, if € D is such that P(z, D;) > 0,
then we have € D;_1, by definition, for j =0,...,d—1 (mod d). Thus {D;} is a d-cycle.

To prove the maximality and uniqueness result, suppose {D;} is another cycle with
period d’, with N = [|J D}]¢ such that ¢)(N) = 0. Let k be any index with vy, (D}, NC) > 0,
since ¥(N) = 0 and ¥ > vy, such a k exists. We then have, since C is a vp-small set,

PM(z, D, NC)>vy(D,NC)>0 forevery z € C.

Since (Dj, N C') is non-empty, this implies that A is a multiple of d’; since this happens
for any n € E¢, by definition of d we have d’' divides d as required. Also, we must have
C'N Dj empty for any j # k; if not we would have some z € C' with PM(z,CNDj) =0,
which contradicts the properties of C'.

Hence we have C C (Dj UN), for some particular k. It follows by the definition of the
original cycle that each D} is a union up to ¥-null sets of d/d; elements of D;. O
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From the proof, it is clear that the cycle does not depend, except perhaps for -null
sets, on the small set initially chosen, and that any small set must be essentially contained
inside one specific member of the cyclic class {D;}.

Definition 3.2.25 (Aperiodic, strongly aperiodic). Suppose that X is a ¢-irreducible
Markov chain.

The largest d for which a d-cycle occurs for X is called the period of X.
When d = 1, the chain is called aperiodic.

When there exists a v1-small set A with v41(A) > 0, then the chain is called strongly
aperiodic.

Example 3.2.26 Using the same example as in the previous sections (3.2.11), we can show
that {X,,} is aperiodic. Suppose, in the contrary, that {X,,} is periodic with periodic cycle
Dq,...,Dy.

Let x € Dy, then

2 2 z
P(xz,D, :/ 2 3(-3) dy = 1.
( ) y€Do \/g\/ 27I'

It follows that

/ 2 w5 ’qu —0
———e y = 0.
yeDS \/g\/ 27

z\2
Since 0 < ﬁage_g(y_?) < 00, and that the chain is A—irreducible, we have A(D$) = 0,

(where X is the Lebesgue measure on R). Since Dy C D§, A\(D;) = 0. Hence, for x € Dy,

2 _
Ple, D) = / eV

which contradicts periodicity.

Wi

(y_%)2dy = 0’

3.2.5 Recurrence

In developing concepts of recurrence for sets A € B, we will consider the event that X € A
infinitely often (i.o.) defined by

{Xedio}:=() |J{Xre4}
N=1k=N

which is well defined as an 3°°-measurable event on the path space S*°. Forx € S, A € B
we write

Q(x,A) = P{X € Aio.}
Definition 3.2.27 (Harris recurrence). The set A is called Harris recurrent if
Q(z,A) =1, ze€A

A chain X is called Harris recurrent (or just Harris) if it is ¢-irreducible and every set
in BT is Harris recurrent.

The following proposition provides a sufficient condition for a set to be Harris recurrent.
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Proposition 3.2.28. Given a set A € B, if there exists n € Nsg such that P"(x, A) =1,
x € A, then Q(z,A) = P"(x, A) for every x € S, in particular A is Harris recurrent.

Thanks to irreducibility and aperiodicity, we can now strengthen the connection be-
tween the chain X and its skeletons using the following theorem.

Theorem 3.2.29. If the chain X is y-irreducible and aperiodic, then
X is Harris <= the skeletons X™ are Harris for all m.

To study the long-term behavior of the chain (and hence of the system), we will divide
recurrent chains into two classes: the one of positive recurrent chains, which provides a
strong kind of stability, and the one of null recurrent chains, which will not be of our
interest.

The strongest form of stability is when the distribution of X,, remains unchanged for
different n, which is exactly the case of stationary processes induced by the invariant
measure .

Definition 3.2.30 (Positive chains). A t-irreducible chain X is called positive if it
admits an invariant probability measure «. It is called null otherwise.
3.2.6 Convergence

In this concluding section of the chapter, we examine the convergence of distributions
and their ergodic behavior by integrating all the concepts we’ve explored so far. Let us
state the most important results of this section, which provide guarantees on the ergodic
behavior of the chain.

Theorem 3.2.31 (Aperiodic Ergodic Theorem). Consider the chain X to be aperiodic
Harris recurrent, with invariant measure 7. Then the following are equivalent:

(i) X is positive Harris
(i) @' is a finite measure
(iii) there exists a unique probability measure m € P(S) such that, for every x € S,

sup |P"(x,A) —7(A)] — 0 asn — oc.
AeB

In particular, 7 is a constant multiple of 7/, so if any of the above conditions are met,
we can always consider the invariant measure to be a unique probability measure.

Proof. 20, p. 314] O

Theorem 3.2.32. If X is positive Harris recurrent and aperiodic, then for any initial
measure (i

lim ||uP" — x| 7y = 0.

n—oo

In particular,

lim p™ = lim pP™(A) = 7(A) for all measurable A € B.

n—o0 n—oo

Proof. [20, p. 328] O
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Corollary 3.2.33. If X is positive Harris recurrent and aperiodic, then X is ergodic in
the sense of (C*(S))* for s € [0,1].

Proof. From the previous theorem, for any initial probability measure u, we have conver-
gence in total variation (TV) norm:

lim H,uPn - 7THTV = 0.
n—00

Since || flloo < [ fllcs(s) for all f € C°(S) and S is compact, it follows that any function
f with || fllcs(s) < 1 also satisfies || f]loc < 1.
Hence, we have

lllcssys = sup [u(H)l < sup [u(f)] = [[ullov-
Ifllcss)<1 [FS]

This implies
[uP™ = 7|[(cs(sy)~ < luP™ = mlloy.

Since we know ||uP™ — 7||pv — 0 as n — oo, it follows that
[wP™ = 7|[(cs(sy)~ — 0.

Thus, convergence in TV norm implies convergence in (C*(S))* norm. Since the chain
is positive Harris recurrent and aperiodic, it converges to the unique stationary distribution
7, and therefore it is ergodic in the sense of (C*(5))*. O

Remark 3.2.34 Once again, relating the chain with its skeletons, one can derive that if
X is 1-irreducible and aperiodic, then for each m, a measure 7 is invariant for X if and
only if it is invariant for X™.

Let us conclude with a result that not only guarantees ergodicity but also the desired
uniformly geometric ergodicity.

Theorem 3.2.35 (Uniformly Geometric Ergodic Theorem). Suppose X 1-irreducible and
aperiodic. Then the following conditions are equivalent:

(i) there exist some a < 1, R < oo such that

[P =l rv < Ca™;

(ii) for some n € Nsg,
sup ||P*(z,-) —7(-)]| < 1;
T€S

(iii) X satisfies Doeblin’s condition, i.e., 3¢ € P(S) such that for some integer m, € <
1,6 >0,
p(A) >e = P"(x,A) >,

for every x € S.
Furthermore, any of these conditions implies that X is uniformly geometrically ergodic.
Proof. [20, p.401] O

Corollary 3.2.36. If X is positive Harris recurrent and aperiodic, then it is also uni-
formly geometrically ergodic.
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In the specific case of absolutely continuous Markov kernels, the conditions become
significantly easier to verify, ensuring that the same result as in Theorem 3.2.35 holds.

Proposition 3.2.37. If the transition probability function P(x,-) is absolutely continuous
with respect to a strictly positive measure A on S, that is, there exists a measurable function
Y(x,y) such that P(x,A) = [, (x,y)d\(y), Yz € S, A € B(S), where ¥(z,y) > 0 for all
x,y € S, then the system is uniformly geometrically ergodic.

Proof. [10, p.249] and [30, p. 13] O



Chapter 4

Statistical Learning Bounds for

SDS & MC

In the previous chapter we examined the theory of stochastic dynamical systems from a
Markov chain perspective. We established some conditions that guarantee stability and
convergence of marginal distributions starting from arbitrary initial measures, ensuring
that under suitable assumptions the chain converges to a unique stationary distribution
at a controlled rate.

Our goal in this chapter is to introduce a machine learning algorithm that, given
a state x € S, provides an approximation of the average system’s next state, formally
E[X41|X: = x|, where X;41 is the random variable with distribution P(z, ).

This chapter is based on the foundational work by Smale and Zhou on online learning
with Markov sampling where the i.i.d. assumption is weakened [30], meaning that we
will still assume our samples to be independent but not identically distributed. The
techniques developed by Smale and Zhou provide a framework for learning from non-
identically sampled data, using a reproducing kernel Hilbert space (RKHS) and a Mercer
kernel to formulate an online learning algorithm. It’s evident that to maintain some
statistical guarantees when dealing with changing distributions, we require rather strong
assumptions about how these distributions evolve and eventually converge. This motivates
the study conducted in the previous chapter, as it provides us with convergence rates rather
than merely asymptotic results.

In the first part of this chapter, we introduce the setting and the data generation
process. Then we introduce the online learning algorithm (OLA). After discussing some
assumptions on the learning problem we examine the main learning bounds for the algo-
rithm, along with a detailed error analysis.

4.1 Setting

Let (S,B) be a discrete-time autonomous systems, where S = [a,b] C R is the state
space, and B is a g-algebra on S. As in the previous chapter, we will focus on the time-
homogenous Markov chain X characterizing the system, where X = {Xy, X1, Xo,...} is
the process evolving by the Markov transition Kernel P.

Our goal is to learn, in a supervised setting, the function, defined pointwise as

fo(w) = E[Xp41] X, = o] = /S Pz, dy)y.

63
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Remark 4.1.1 Recall Subsection 2.2.2, where we rely on Mercer’s Theorem under the
assumption that S is compact, ensuring Tk is a compact, self-adjoint, positive operator.
However, compactness can often be replaced by other assumptions, such as bounded support
of 41 (and suitable continuity conditions), or finite-trace: [[ K*(z,2') du(z)du(z’) < oo.
Restricting ourselves to a sub-domain where K satisfies the above, then still guarantees
a spectral decomposition analogous to Mercer’s Theorem. Hence, requiring a compact
domain is a classic but not exclusive choice to ensure Tk remains well-defined and admits
an eigenfunction expansion.

4.1.1 Data Collection

When observing a dynamical system, it seems natural to look at how an initial state
evolves over time and take these consecutive observations as the data for our learning
algorithm. Recall that, a trajectory of the system is a realization of the stochastic process

X(w) ={Xo(w), X1(w),...},

where w is an event in Q. We will always denote the initial distribution as p = L(Xo).
Suppose we have a number T of trajectories X (wp), X (w1), ..., X (wr—1), where wy, ..., wr_1
are independent events in ().
Let us consider the sequence of examples {z:}, defined by the trajectories above, as

2t = (Xi(wr), Xev1(wr)).

1,...7—1 as our data and we will write z; = (24, 2441) for ease
of notation. Note that, the examples {z;} take values in S x S and are independent by
construction:

We will consider {z}1—0.1

Xo(wo), X1(wo), ...
—_—
20
Xo(UJ1), Xl(wl)v X2(w1)a s
—_——
zZ1

X()((.UQ), X1<CU2), XQ((,UQ), X3<CU2), e

22

Xo(wt), N Xt(wt), Xt+1 (wt), e

2t

This approach addresses the challenge of handling dependent data, a common issue when
working with dynamical systems (without relying on any additional conditions, e.g. mix-
ing).

Moreover, we focus on trajectories rather than just a single evolution (e.g., Xo — X1) to
leverage the system’s ergodicity assumption. This ensures that the algorithm’s convergence
does not depend on the initial distribution.

Remark 4.1.2 (Length of trajectories) In practice, the problem of sampling trajectories
is highly task-dependent, and obtaining an arbitrary number of trajectories with arbitrary
length is often impractical or even impossible.

Our data collection scheme requires each trajectory X (w;) to have a length L; > i,
meaning

X(wz) = {Xo(w,-), Xl(wi), ceey Xi(wi), e ,XLi_l(wi)}.
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These truncated trajectories are sufficient to construct the dataset required for our
online algorithm.

In the final chapter, we briefly explore how to decrease the number of required trajec-
tories by introducing mixing conditions for the system. This method is useful in practical
scenarios where obtaining multiple initializations is difficult, while acquiring longer tra-
jectories, though in smaller amounts, is possible.

Remark 4.1.3 We can see the sample z; as a realization of the random variable Z; (with
values in S x 5).

We have that Z = {Z;};—o,.. 7—1 are independent random variables such that, for
A, B C S measurable sets, we have

P.(Z, € Ax B) = / p=(dz) P(z, B).
A

4.2 Online Learning Algorithm (OLA)

Consider a Mercer kernel K : S x S — R and Hg the corresponding RKHS. Learning is
performed with the following regularized algorithm:

foo =0 (4.1)
frer = fo = pe((fele) = 241) Koy = M fr), £20

where p; is the step size parameter and \; is the regularization parameter. Note
that the i.i.d. case corresponds to z; = (x¢,z4+1) being drawn from the same identical
distribution, as the usual supervised setting discussed in Chapter 2.

We will show that under regularity assumptions, rapidly converging distributions and
an appropriate choice for the parameters the algorithm effectively learns the regression
function, i.e. f; — f,.

4.2.1 Convergence of distributions

The convergence of the algorithm largely depends on the convergence of the marginal
distributions plt! = pP?t, for which we will need an exponential rate of convergence in the
dual of the Holder space C*(S), with s € [0, 1]:

Hﬂ[t] — 7T||(CS(X))* < Cat, Vt. (4.2)

for some C' >0 and 0 < a < 1.

Recall that, this convergence is obtained by requiring the system to be uniformly
geometrically ergodic, and that the convergence does not depend on the initial probability
measure .

4.2.2 Regularity conditions

Now consider a fixed Holder exponent s € [0,1] and let us take a look at the assumption
on the Kernel.

Definition 4.2.1 (Kernel Condition). We say that the Mercer kernel K satisfies the
kernel condition (of order s) if:

(i) K € C5(S x ),
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(ii) there exists kas > 0 such that, for all uy, ug,v1,v2 € S,

|K (u1,v1) + K (ug,v2) — K (u1,v2) — K(ug,v1)| < kas (d(u1,v1))* (d(ug, v2))*.
(4.3)

Remark 4.2.2 If the Kernel is C?, then it satisfies the Kernel condition. Alternatively,
one might assume other conditions, as mentioned in previous chapters (2.2.14), such as
Kk = sup,ecx /K (z,2) < 0o; note that in our case this condition is implied by the other
assumptions. In more generality, when S C R™ with smooth boundary and K is C?, then
the kernel condition holds. A proof can be found in [44].

Now let us introduce a regularity assumption on the target function, involving the
integral operator Tk ;.

Remark 4.2.3 (Source condition) Recall from 2.2.2 that the integral operator Tk , on
‘H is the covariance operator

Thp = Evop[S25,] = /S §15, du(z) = /S Ko(Ka )i dula).

where S, : Hxg — R, S,(f) = f(x) is the sampling operator and S* its adjoint.
We say that f, satisfies the regularity condition of order r, with 1/2 < r < 3/2, if
there exists g € Li(S ), such that

fo= T}’(#g. (4.4)
See definition 2.2.18 for details.

We are now ready to state the main result.

4.2.3 Learning bounds

Let us first list the assumptions needed:

(A) Exponential convergence: The sequence {ul!} converges exponentially in the
sense of (4.2).

(B) Kernel condition: The kernel K satisfies the kernel condition (4.3).

egularity condition: e element f, satisfies the regularity condition (4.4) wit
C) R larit diti The el ,» satisfies th lari diti 4.4) with
1/2<r <3/2.

Theorem 4.2.4 (Learning bounds). Under Assumptions (A-C) listed above, consider the
online learning algorithm (4.1) with parameters

A=At +1)77, pr=po(t+1)7, (4.5)
where X\g,po >0, 0 € (0,1), and 5 € (0,1 —0].
Then the following bounds hold for t € N:
r—1 —_B(r—1
E(|fe = foll] < llgllarg 2702
05

Y O ¢ .
poCi + (CXg 2+ A 2 ) g ) om0, if0<p<1-9,
+ 3 ol .
oG+ (CX T4 N 7 ) G5 ) i 0ma b log (1 41),if f=1-6.

(4.6)
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Remark 4.2.5 The constants C] and C3 depend on the kernel constant k := sup,cg /K (2, ),
on kKog, «, 3, 68, 7, Ck, and on the product pgAg.

Corollary 4.2.6. If the Markov Chain X of the system is positive Harris recurrent and
aperiodic, then condition (A) is implied by the Uniformly Geometric Ergodic Theorem
3.2.35.

Remark 4.2.7 Moreover if = 0, meaning the regularization parameter is fixed (\; =
o), then

T

o3
_1 <100C’ik +CXN, 2C5 t‘g, if o <1,
Ef[lfe = follx] < llgll=ro * +

poCit™2 + CNy 20310, ifar=1.

Note that in both cases, the algorithm is not guaranteed to converge. In the first case,
where o < 1, the bound asymptotically reaches the bias term || gH,r)\g_l/ ®. In contrast, for
a = 1, which corresponds to the situation where there is no exponential convergence for
the distributions, there is no assurance that the algorithm will converge. In this scenario,

the bound states
E[|lf: — follx] = O(%).

4.3 Error Analysis
4.3.1 Error Decomposition
The offline (batch) version in the i.i.d. case of our OLA would be:

fap i= arg min { (@) = £yt duto) + A||f||%<} ,

feHK

where p replaces our ! = P!, So in the OLA, there is an error caused by the changing
measures {4}

Remark 4.3.1 The function above can also be written as:

f)\,/.l, = (TK”u,"F)\I)il TK,‘u,fp~ (47)
The error can be decomposed into three parts:
fir1—fp= (ft+1 - fAt,M[ﬂ) + (fxt,um - f)\t,ﬂ') + (Frem = o) - (4.8)

o fx.x — fp is the approximation error;

e f, ultl — o is the drift error. It depends on the measure difference, while the
regularization parameter is the same \;

® fiy1 — [y, ui is the sample error.

4.3.2 Approximation Error
Proposition 4.3.2. If f, satisfies the regularity condition, then YA > 0:

_1
[am = Follx < llgll=A"">.
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Proof. To ease up the notation: T = Tk .
(T + M) fam=Tfp.
Subtracting from both sides (7' + AI) f, leads to:
(T + M) fam — (T + A f, = —(AD)f,.

Hence,
Por—fo==XNT+ ),

N[OV

Splitting the power —1 = (r — 3) + (3 — r) of the term (T + AI) and writing f, =

T'g = TT_%T%g, we get:
Fam = fo= =MT + A" "2[(T + AI)z"T""3|T3g.
Now recall that Tz : Hy — L2(S) is an isometric isomorphism, since
IT2gl% = (T29.T20) k.

and T being self-adjoint, yields

(Tg,9)x = </Sg(33)de7r, g>K,

Using the reproducing property we get

/ g2 (x)dm = g2
S

Thus,
1
1T2gllx = llgll~-

Also observe that the eigenvalues of (T + A\ )%_TT’"_% are

1
O T2
<0i+>\> ’

with {0;}22, the eigenvalues of T' (which is positive self-adjoint).

Since T is positive (o; > 0) and since % <r< %, we have:

1
r—3

<1

f— )

0

o+ A

(T + )\I)%_TT’"_% |k < sup
i

and
(T + AT 2 || < A2

Combining the other bounds concludes the proof. O
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4.3.3 Drift Error
It follows from the reproducing property (f, K,)x = f(z), that

[f @) < Il Eellx <Ellfllx with k= Sup K(z, ).
S

If K satisfies the kernel condition, then one could prove that:
Hi — C°(S) with the immersion bounded by || f|lcs(s) < (K + r2s) || fllx,

with kogs coming from the kernel condition.

Proposition 4.3.3. If f, € C°(S), and K satisfies the kernel condition, then:

Ck
1Fxn = Fawlle = —=lln = 1l s sy 1aw = Follesesy,

with

Ck = \/kz + 2|K|cs(5x5) + K2s,
which is a constant depending on the Kernel K.

Corollary 4.3.4. In particular, for ,u[t] — m converging exponentially, and f, satisfying
the reqularity condition, the following holds:

> 3
[ Fyests = Frollic < CrCllglwat( +1)~70=2),
with the parameters defined in Theorem 4.2.4 and
~ k s
Oy 1= S E 120)
g

Proof of Proposition. Notation: Let Ty , = T,.
Having (T, 4+ M) fx v = Ty f,, we can write:

Ty + M) fap— (T + M) o = (T = Tyr) fo-
Then, subtracting (7, + AI) fy » from both sides and rearranging the terms, we get:
Paue = Faw = T+ )T = Tr) fp + T faw — Tufaw)-
Simplifying further:
Fae = o = (T + XD T = T ) (Fo = Faw)-
Taking norms:
= Frarllse < 0T = T) o = Frar) s (19)

Now call f = f, — fa v € C*(S), since fy v € Hg € C*(S5).
We estimate (T, — T,) f||% in the following by first writing:

wm—fmﬂ&={Lﬂmem—wmijmem—uwwm,
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so, expanding:

T~ Tl = [ £ | [ 50K @i - )0 a0

) | [ r0rwd - 0]

Since the space of measures M(S) C (C*(S))*, we get:

(T = Tl < Nl = 1l s

Estimating ||h]cs(s)

Define the auxiliary function

Recall that
lhllcscsy = [Ihllces) + [hlos(s), where |h|gsisy = Sl;ép

1. Estimating ||h||¢(s)

LéﬂwK@me—uNW-

I”llesy < [ fllogs) - sup
ueS

2. Estimating |h|cs(g)

Blews) = yf/f (i — i) (v)

()

/f d(p — )(v)

where the inequality is given by the following remark.
Remark 4.3.5 Note that

+[ fllees) sup

)

s (8)

léﬂwK@wmw—uX)

<|[fles(sysup
ueS

P (@)h () = b ()b ()]

‘h1h2‘05(5) = sup

Expanding the difference,

7 (z) — a(y)|
d s

’hlhg‘c < sup

thus,
|h1halcs(sy < |halos(sy sup [ha| + [ha|cs(s) sup |1l
For the first estimation we have:

sup
u€esS

/f d(p— 1) ©)| <l = 1l

() K (u,)lleses),
with

1 VK (uy )l eses) = 1K (w, )l s+ K (w, ess) < I llos)B+floss B+ f Lo sas,
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where we applied the remark once again for the inequality.
For the second term, we focus on the C*(X)-seminorm:

[fs J@)IE (u,0) — K, 0)] d(p — ') (v)|

lLﬂWK@wa—uNw

= sup p
C5(X) uFu’ d(u7 u,)
K(’u) - K('vu,)
< sup [l — 1'll(es (x))- || f :
sup | s xy= ||F () ORI i)

As before, the last C*(X) norm is bounded:

IFOE (s u) = KCoul))/d(u, ) llesxy < 1 llesoo ([ Klessxs) + kas)-

This gives us the upper bound for the second term.
Combining (1) and (2), we get:

1Blles(s) < Ml — 11l s sy 1 1G5y (B + K2s + 21K |cs(sxs)) -
(8)
Finally, using what we derived at the beginning, we have:
V(T = T) 1B < it = Vo I 1By (62 + iz + 21K |omsics))
Together with (4.9), this ends the proof. O

Proof of the Corollary. We start by recalling the results we have established so far:
From Proposition 1, we have:
Ck
1w = Pl < ==l = 1 lles oy Iaw = folles -
From the exponential convergence:
1 = 7l (s xy)- < Cad.
By the remark on the embedding Hx — C*(X):
[flles(x) < (k4 ras) 1 f || -
For the approximation error derived previously:
_1
[fam = Folle < llgll=A""2.
Recall the parameters: \; := A\o(t + 1)7% with A\g > 0 and B € [0,1 — 0].

Combining the above results:

Ck
[ fx, et = Fremllx < )\—tHMW — 7ll(es (x))= 1o — Folles(xys

substituting the exponential convergence of ,u[t] — 7 and using the embedding inequal-
ity [[faex = folles(x) < (k4 2s) [ faer — Follx,

Ck
< S (Ca) k4 wa) | e = Sl
Now use the approximation error bound we get
_3
< CgCa'(k + kas)llgll= X 2

- _3
Setting Cx :=C K(k—i—/ﬁgs))\g 2 and substituting the parameters, we recover the bound
stated in the corollary. O
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4.3.4 Sample error

We study by iteration what changes when going from f; to fi41. This involves examining
the transition from fy, | -1 to fy, -
We have:

f/\z—l,,u[tfl] - f)\t,u[t] = (f)\t_l,u[t*” B f>‘t7177r + fAtﬂT - f/\t,,u[t]) + (f)\t71,7r - f>\t,7r)' (4'10)

Since the regularization parameter changes with each step, we need some additional
results.

Proposition 4.3.6 (Tarres and Yao). If f, satisfies the regularity condition and A\, \" > 0,
then

_1 o1 _
1 Fam = fvmlle < 72 = (V)72 lglla(r = )7
See [36] for more details.

Corollary 4.3.7. Assuming all the convergence, reqularity, and kernel conditions, as well
as the parameters given in Theorem 4.2.4, we have that for each t:

. 1 1

4 gllr(CrCat (t +1)°G) 4 X2t + 1) =D i g > o,
1 fx, s == Fa, pallx < i

2[lg)l-CxCa’™?, if B=0.

Proof. We start from the identity:
Fro_v =11 = Fa, puln = (fAt_l,M[t—u — faar  Pur — f)\t”u[t]) + (Frurr — From)-
Taking the || - [|x norm, we have:
eyt = Pag il < Ny pte-11 = Pxarellie +1m = Fag po i + 1 x— i m = Prerll i

The first two terms on the right-hand side can be bounded using Corollary 4.3.4, while
the last term is controlled by Proposition 4.3.6.

If 8 =0, then \; = )¢ is constant. Hence, the last term is zero. Thus, combining the
first two terms, which also become simpler, we deduce:

1 frey -1 = Frp i |5 < Ngl=CrCal ™! 4 [|gllxCr Cat < 2|lg|lxCrCal ™.
When 5 > 0, \y = Ao(t + 1)_B introduces a more complex time dependence:

Ik < CkCllgllrat17(577)

Hf)\t,17lj,[t_1] - fAt—lyﬂ'

~ 3_
1frer — it 6 < CrCliglzal(t +1)7(77)

r

1 1
B A ~
1fxcim = Prualle < NP =X 2llglle(r =)™

3 3
Using again of < o/~! and t*@7") < (¢t + 1)/ (since r < 2), we get:

= _ 3_
1 fry s ittt = Precr il + 1 faem = Fr, piallx < 2CKClgllaat (¢ + 1)A(E—r).
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Let us now focus on the last term. By the Mean Value Theorem applied to the auxiliary
function h(t) := )\:7% = (Ao(t+ 1)_5)’"_%, for some ¢, € (t — 1,t) we have
NE =N = W ()] = Nt + )PP (- D)s,
Since t < t, + 1 and 0 < 8 < 1, we obtain
P [ S PV T L

Hence, the last term is bounded as
1 a1y
1fxeir = Pl < Xg 2 llgllat =027
Since t > % for t > 2, it follows that
1y_1 1 —/3(7’—%)—1 1y41 1y_1 1y_1
P27l < (%) =200 (¢ 4+ 1) A=)t < g (¢ 4+ 1) P

where we used B(r — 1) +1 < 2.
Putting together the bounds above and adjusting the constants to group the terms,
we can conclude the proof. O

Let us state the following technical results that will be used in the subsequent proof.

Lemma 4.3.8 (Technical Lemma). (a) For c¢,a > 0, there holds:
a
exp(—cz) < (g) x~* Vx>0. (4.11)
ec

(b) Let ¢ >0 and g2 > 0. If 0 < q1 < 1, then for any t € N we have:

t—2 t+1 1+ay
291192 1+ ¢ T—q;
; —q2 _ —q1 a1—¢2
(i+1) exp( c Z J ) < ( : + <ec(1—2‘11—1) (t+1) )
i=0 j=i+2
(4.12)
In particular, for g1 = 1, we have:
12 t+1 22 __gmminfee—l} - f et gy — 1
— 1 ) b
> (i +1)"% exp (_c 3 j—l) < Qe (4.13)
i=0 j=i+2 292(t + 1) Clog(t+2), ifc=qo—1.
Proof. See [30]. O

Before stating the full proof of Theorem 4.2.4, let us look at an outline first.

Outline of the Proof. Recall from (4.8) that the total error f;11 — f, splits into three
parts:

/

(firr — f,\t,u[tl) + (f)\t“u[t] — ) + (Pur— o)
— —_———

sample error drift error approximation error

In the preceding sections, we derived bounds for the approximation error, which is bounded
by a regularization argument (Proposition 4.3.2) and the source condition is utilized to
demonstrate that f, is approximable in the Reproducing Kernel Hilbert Space (RKHS).
The drift error is estimated using the measure-difference result (Corollary 4.3.4), which
relies on the exponential convergence of {ul!} toward 7 in the dual of Hélder space C*(S).
The remaining task is to address the sample error. To accomplish this, the proof is divided
as follows.
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1. Sample Error Bound First we set Wiy1 = fi41 — f), 4 and rewrite it via a one-
step recursion of the online algorithm. By iterating this recursion and separating out
certain operators (A;) and correction terms (y;), we decompose W1 in equation
(4.15) into two main summations:

e One summation captures how changes in the measure ,LL[t] affect f)\t“u[t]; tools
like Proposition 4.3.6 and Lemma 4.12 provide estimates under exponential
decay conditions for this summation.

e The other summation consists of stochastic increments x:; we exploit the in-
dependence of samples {z;} to show that cross-terms vanish in expectation,
reducing the analysis to a diagonal sum of ||x;||%. Additional bounds follow
from uniform control of || f,. ,i|lx and a final application of the technical lem-
mas. (The analysis for this summation is also known as Reverse Martingale
Decomposition.)

2. Combining All Bounds. After bounding these two summations, we add the
bounds for the approximation error and the drift error. A final application of the
triangle inequality yields the stated convergence rates, with explicit constants C7, C5
given by combining the stepwise estimates.

Proof of Theorem 4.2.4. Denote the sample error term of the error decomposition as:

W1 = fier — [,y

The first step of the proof is to establish a simple expression for Wi, 1, by iterating a
one-step recursion.

From the definition of the sampling operator, we notice that xyy1K;, = Sy, 711 and
fi(xt) Kz = Sz, (ft) Kz, = S3,52,(ft). Then, by definition of f;, we know that:

Wis1 = fr — fo, ule) — Dt (S;tsxt(ft) — 57, %41 + Atft)-
Expanding the terms we get:
Wipr = fe — [,y — Pt <S;t5xt(ft = Froput)) 82,82, o i — Sz Te1 + )\tft)~

Grouping in terms of f; — fy, 1, we write A¢ f; as M(fe— f/\t’#[t])+ Atfy, - Definition
(4.7) with the measure plt! yields A, Prepttt = T i (fp— f)\t”u[t])- Therefore, we have:

Wit = (=P T=uS5, S ) (=S, ) =t (S5, S0 fr, i = Sk, 201+ T i (fo= P i) )-
Denote:
Av= (1 =p M) —pS;, Sz, Xt =t <S;t5xtht,u[t] — Sqate1 + T i (fp — f)\thu[t]))'

Observe that E [S;t Sxt f)‘taﬂ[t]] = TK,MM f/\t,u[t]’ and E [S;tmt+l] =E [KItxt-i-l] = TK,MM fp,
hence

Elx:] = pe B[Sy, Sz, fr, ults = S, 1 + T et (Fp = Fy i)

= pt (B[S, e fr, uitt] = T it fr, i) + T i fp — E[ S5, 2141])
=0 (4.14)
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By definition of W}, we have

We=fe— i, e and  fe—fy =W+ (f,\t_l,,ﬂt—u - fAt,um)-

If we denote f)\_hu[_l] = 0, then there holds:

Wi = AWy + Ay (f%,l,ﬂ[t—u - fAt,u[ﬂ) - Xxt, VteN.

Denote II; = AjA;—1--- A; and II;41 = I. Since fy = 0 gives Wy = 0, by iteration we
obtain:

t t
Wit = ZHi (f,\i_l,p[i—u - fAi,#m> - ZHi—I—lXi: vt e N. (4.15)
i=0 i=0
The operator p;A\il +p; Sy, Sy, is positive and bounded by (p;\; +pik?)I. So for i > to,

the smallest integer greater than (poAg + p0k2)1/ 0 the operator A; : Hx — Hx is positive
and bounded by (1 — p;A;)I. Hence ||Ail|nomyx < 1—pidi < exp(—pidi). For i < to,

| Aill3x —# <1+ pidi + pik?. Tt follows that the operator norm of II; satisfies:
t
i[5 < Do exp ( — Podo Zj‘ﬂ“’), Vo<i<t, (4.16)
j=i

where Dy is the constant given by:
211/
Do = (14 poXo + pok?) P20 PR W exp (pO/\o(po)\o +pok2)1/9)-

The second step of the proof is to bound the first term in (4.15). Apply Corollary 4.3.7
and (4.16). We find that:

(4.17)

t
Zni (f)\iflnu[i*l] - f/\i,#[i])
i=0
- A ol 81y
4|9+ Do Zf:o exp ( — PoAo Z;Zij_ﬁ_e) (CKC’a’_l(z' + 1)5(%_’") + XAy 2(i+1) B(r—3) 1),

2lgllx Do Sf-g exp (= podo i 5~0) OO,

K

(4.18)

for g > 0 and 8 = 0 respectively.

Consider the case f > 0 and a < 1. Because the exponential decay is faster than any
polynomial decay, we know that the term with o/’ (3-7) is dominated by the polynomial
term i~ #("—2)1. In fact, by Lemma 4.11 with ¢ = log(1/«) and a = 2, we have:

2
o' =exp (—ilog(l/a)) < (@) i2. (4.19)

For each i € N,

o (i +1)PGE) < ( i+ 1) Ar—2)-1,

4 2
otz ¢
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It follows that:

t
Z II; (f)\i—l pli=t fAivH‘[i]>
=0

where D5 is the constant:

t

t
<Dy Y+ B e (— pore 35,
j=i

K =0

N 4 2
D2 = 1ol Do(CkC (1ot ) + % H):

Applying Lemma 4.12 with ¢ = pgAg, ¢2 = B(r — %) + 1, and ¢; = 8 + 6, we obtain a
bound for the first term of (4.15) as:

Dy(t+1)Br—2)=1+8+0  §f 19 <1,
t

Z I (f)\i—l,#[i_ll B f>\i7ﬂ[i]>

< Dalt+1)7 B mNd - iE 540 =1, podo # B(r — 3),

i=0 K
Da(t+ 1) Dlog(t +2), if B+0 =1, poho = B(r — 1),
(4.20)
where Dy is the constant given by Dy = Do D3 with:
1) 2+8(r—3)
8 2+B(r—5 1-5—0 .
P0>\0+1+<W26~2F971)) , ifg+60<1,
Toro—pr—D] T if B+6=1and poho # B(r — 1),
5; 1fﬂ+0:1andpo)\0:ﬁ(r_%)

The case f = 0 is easier. We apply (4.19) when a < 1. Lemma 4.12 with ¢ = pgAg
and ¢; = 60 yields:

t

Z IL; (f)\i—laﬂ[i71] o f)\iaﬂ[i])

=0

Dyt+ 1)~ if=0,a<1,
<
K Dy(t+1)0, ifB=0a=1,

where the constant Dy is given by Dy = 2||g||xDoCxC D3 with:

(HQ%EY(£%+1+(aﬂﬁ%Tﬁy%>7ﬁﬁIQa<L

2 1 -0 e _
mM+1+(amﬁzﬁﬁ) : if3=0,a=1

The third step of the proof is to estimate the second term of (4.15), which is

t
> i1
i=0

D3 =

K

First, expand
2

K

t
HZ i1 xi
i=0

Define F! := o(zi,...,2). Using the law of total expectation (see Proposition 1.3.9),
we have

t t
> (Mig1 X Tor Xe) g (4.21)
1=0 £=0

E[(Iit1 X6, Do xe) k] = E[ERHZ-H Xis Meg1 xe)k | ff+1]]~
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By construction, x; is a function solely of the variable z;, and II; 1 only of the random
variables {z;11, zi4+2, ..., 2t}. Therefore, for £ > i we have

]E[E[<H¢+1 Xi» Wey1 xo)k | ]:f+1]] = E[<E[Hi+1Xi | Fioal, Mega Xe>1<],

where we use linearity of the inner product, linearity of expectation, and measurability of
IIs41 x¢ with respect to .Ff 11 for moving the term Il; ;1 x¢ out of the conditional expec-
tation. Finally, since II;1; is measurable with respect to F/ 1, we can pull it out of the
conditional expectation by stability

E[Wiy1 xi| Fipa] = Wi Elxa| Fiyal

Now we use the fact that z1, ...,z are independent, which implies that x; is indepen-
dent of F{,,, hence

Hl—f—l]E[Xl‘ .Fl't+1:| = Hz—i—lE[X’L] = Oa

based on (4.14).
Therefore we have

E[<Hi+1 Xis Hngl XZ)K:| =0 for/t>i.

Thus, only the terms with ¢ = £ remain in the expectation of (4.21), yielding

t 9 t
HZHZ'—H Xi K] = Y B[ xil %]
i=0 i=0

It follows from (4.16) that:

t
Z I 1 x6
i=0

E

t t
E < ZD% exp ( — 2poNo Z j_ﬁ_9>E (HXzH%{) :
=0

2
K j=i+1

Since
Xi = Di {(fxi,#m (%) = it1) Ka, + T i (fp — f)\i,u[i])} :

we see that
2
Icilli < 2922 { (Fy, i @) = 2i01)” + 11 = a0 } -

Then
E[Iillk] < 403k (15 = gl + M2)

To bound the norm, we take 4.7 with A = \; and g = pl!, and bound

1o = Pt iy + Xl ag il < 1Fpl50 < M2

Hence
1fp — f)\i,u[i]Hi[i] <M? and E[||[xil%] < 8pik*M>.

Therefore:

t
Z i1 X6
i—0

t t+1
< 8p3k?M2DEY (i + 1) exp ( — 2o Y j—ﬁ—e).

2
E
K i=0 j=i+2
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Applying Lemma 4.12 with ¢ = 2pgAg, q¢2 = 20, and ¢1 = B + 0, and the Schwarz
inequality, we know that

3pokMDoDy (t +1)%" ifA+0<1,

E < { 3pokMDoDy (t + 1)~ ™0 30000} if B4 9 =1 podg # 0 — &,

2
K

t
> i
i=0

3pok M DoDy(t +1)2~%/log(t +2) if B+60=1,poAo =0 — L.

where D; is the constant given by

2

2 2 T—p—6 .
VPoAo +1+ (€p0A0(1_25+9_1)) , p+6<,

"7 Ve T b 5+ 0=1,podo £ 60— 1,
5 if B+60=1,popro=6— 3.

This, in conjunction with (4.20), provides a bound for the error decomposition’s sample
error term.

The last step of the proof is to estimate the total error || fi+1 — f,||x by applying the
triangle inequality to the error decomposition. The approximation error is estimated in
Proposition 4.3.2 as

r—1 _B(r—1
1frese = Foll e < llglladg* (4 1) 7072,

while the drift error is bounded in Corollary 4.3.4 as

~ _B(r_3
£y = Fropuellie < CrCllgllrat (t 4 1) 702,
Note that when o < 1, we have a! = exp{— log ét} < ﬁt‘l by Lemma 4.11 with
a =1 and ¢ = log é Adding bounds for the three terms verifies the error estimate in
Theorem 4.2.4 with the constants C7, C5 given explicitly by

CF = 3kMDyD,

2
CK(kJrlqus) +4D3Dy <CK(k + ;125)($) + 1), if>0a<l,

elog =
C5 = llgllx { “ELeE52) 4 2D DoClc (k + iz, if f=0,a<1,
CK(k-|-/<;25)<1+2D3D0), if3=0a=1

Finally, by changing ¢t + 1 — ¢ and re-indexing f;1 as f;, we obtain the stated bound
in terms of ¢. This completes the proof of Theorem 4.2.4. O

4.4 Discussion

4.4.1 Interpretation of the Main Results

In this chapter, we extended the framework of learning a regression function in an RKHS
to the setting of Markovian data, where a stochastic dynamical system (SDS) or Markov
chain (MC) generates sequential samples. Our core problem was to learn the map

fo(@) = E[Xep1 | X¢ = 2],



4.4. DISCUSSION 79

which plays the role of the next-step predictor. As we mentioned before, the challenge
when dealing with dynamical systems is that data streams are not always stationary nor
independent. Hence, moving beyond i.i.d. samples requires a focus on these two issues.

Below, we discuss how we tackled these challenges and interpret the main technical re-
sults by making a more intuitive sense of the online learning algorithm and its convergence
properties. Finally we briefly contextualize this work in the literature.

Data Collection and Online Learning

e Independence: By collecting “diagonal” slices from multiple trajectories, we formed
a sequence of state transitions z; = (x4, x441) that are independent, despite coming
from dynamical trajectories, yet each z; follows a distinct distribution. This allows
us to merge Markov chain evolution with an online (i.e., incremental) update scheme,
while still retaining the key benefit of sample independence.

e Drifting distributions: To build intuition on how we handle non-identical distribu-
tions, recall the error decomposition

(firr — f,\t,u[t]) + (fAt,u[t] —Pur) + (Pur—1)

J/

sample error drift error approzimation error

and the update rule in (4.1):

fio1r = fr — > [(ft(xt) —x441) Koy + )\tft}-

The difference between the i.i.d. case and our case shows in the drift error, which is
controlled by Corollary 4.3.4 through the geometric rate Caf, and in the iterations
of the sample error (4.10). When analyzing the latter, we encounter the transition
from fAt_hu[t*” — fAt,uM’ which involves both the change in the distributions and
in the regularization parameter, and decompose it as

f)\til,'u,[t_l] - f)\t“u,[t] = (fAtfl,,Ul[t_l] - f)\t_l,ﬂ + fAt,ﬂ' - f)\t,p[t]) =+ (f)\t_1,7l' - f)\t,ﬂ’)'

The terms stemming from the decaying regularization Ay — 0 associated with a
fixed measure are reminiscent of classic regularized SGD algorithms [36]. In the
limit, these terms are controlled as discussed in Chapter 2 (see 2.3.2).

In our case we have an additional complexity given by the changing distributions,
hence we don’t have a clear expected risk to minimize, nor a fixed gradient to ap-
proximate. The decay of the regularization happens simultaneously with the change
of distributions, thus we accumulate an iterative error.

Learning Bounds

Theorem 4.2.4. Our main result shows that, under the assumptions above, the function
produced by the online algorithm (4.1) converges to f, at different rates depending on the
choice of parameters. In particular, for a decaying regularization Ay — 0, i.e. 8 > 0, we
distinguish two cases:

Case B<1—0
E[|lfi — fllx] = O t~min{Br=3).55"}
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Case 5=1-—40
E[llf: = follx] = 0(t—min{ﬂ(r—%)ﬁ—%,pm}1Og(t))'

Note that the term t*ﬁ(’u%) is reminiscent of classic SGD in the i.i.d. setting (see
2.4.4), it decays faster with bigger r, meaning a stronger source condition, or if we pick
B suitably. Here, we should note that we cannot choose r > %, as several bounds in the
error analysis depend on r < % Moreover, finding an optimal choice of parameters is
not trivial, since the asymptotic behavior depends both on the initialization and decay of
gain and learning rate, and on the regularity of f,; it should thus be studied case by case
depending on the known conditions.

It is worth mentioning that this abrupt change in the bound for § = 1 — 6 stems
directly from Lemma 4.12, which is a technical bound relying on the anti-derivative of a
term of the form ¢t~#~¢. Hence for this specific choice of 5 we get two qualitatively different
guarantees on the algorithm’s convergence. Future work might include improvements for
this particular case.

Overall, the interpretation of these results is that as soon as the underlying Markov
chain’s distribution stabilizes (i.e. ul! = 7 are close enough), one can treat incremental
regression in an RKHS with only a mild penalty in convergence speeds compared to the
standard i.i.d. setting. This confirms the robustness of kernel-based online algorithms in
scenarios where data are generated by a stable stochastic dynamical system.

4.4.2 The context in the broader literature

The analysis of online learning in the context of non-stationary and dependent data has
long been a challenge in statistical learning. Our results contribute to the ongoing effort
to extend classical (i.i.d.) convergence guarantees to broader scenarios, particularly in
forecasting for Markov chains and stochastic dynamical systems. Here, we highlight the
areas where our framework integrates with existing literature.

Moving beyond i.i.d.

We can identify two lines of research on this topic. From a statistical and mathematical
perspective, initial analysis of RKHS-based (particularly ridge) regression focused on i.i.d.
data and established consistency along with optimal rates [6]. These assumptions were
systematically expanded: allowing non-identical yet independent samples [30, 16], incor-
porating mixing conditions for dependent but stationary processes [41, 47, 22, 42, 25, 45],
and covering more general dynamical systems. In contrast, applied domains such as system
identification, optimal control, or time series forecasting typically adopt more general dy-
namical models (where dependence and non-stationarity are inherent) and add simplifying
assumptions to approximate classical learning frameworks, since strictly 4.i.d. conditions
are often impractical in real-world scenarios.

A similar distinction arises between offline and online learning paradigms. In statis-
tical machine learning, iterative techniques are driven mainly by memory constraints and
the growth of datasets. However, for real-time data streams in practical settings, the moti-
vation for incremental (online) methods becomes natural. Within the i.7.d. online learning
literature in RKHS, Smale and Yao [29], Ying and Pontil [40], Tarres and Yao [36], and
others [39, 13, 19, 11, 12, 7] have shown that suitably tuned step sizes and regularization
can yield consistency rates matching those of batch algorithms (see Corollary 2.4.3).

Moving beyond identical distributions, Smale and Zhou [30] and Hu [16] examined inde-
pendent but non-identical data (e.g., drifting marginals) under exponential or polynomial
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conditions, confirming convergence of regularized solutions. Our approach in Chapter 4 is
closely related to [30] but derives plth from a stable Markov chain whose marginal converges
geometrically (uniformly) to 7. Theorem 4.2.4 shows that this additional distributional
complexity is contained, leading to non-asymptotic error bounds. Several works [33, 38]
treat Markovian (or time-correlated) data in offline or semi-offline frameworks, but explicit
online convergence analyses in an RKHS remain relatively scarce.

In this work, we leverage ergodicity to address Markovian drift and use an online
algorithm suitable for real-world streaming data. This strategy bridges a gap between
the statistical perspective of relaxing i.i.d. assumptions with the applied perspective of
examining systems that exhibit an inherent more complex dynamics.

Outlook

Overall, Chapter 4 reinforces the viewpoint, initially proposed by Smale and Zhou [30],
that one can achieve nearly i.i.d. rates for online regression in an RKHS, provided the
time-varying measures converge at a sufficient pace and the target function f, is regular
enough. We connect this distributional convergence directly to the ergodicity of a Markov
chain, providing a clear method to implement kernel-based online learning for stochastic
dynamical systems. This bridges a gap between purely i.i.d. or mixing-based offline analy-
sis in kernel methods and Markov chain/SDS stability analysis, enabling new applications
where data come from stable but nonstationary processes. Improvements might include
relaxing geometric ergodicity to sub-exponential (eg. polynomial), even non-uniform rates,
or replacing the ergodicity assumption by other conditions (eg. persistence of excitation).
Future directions could extend this setting to forecasting in higher-dimensional dynamical
systems, or including mixing conditions for weakening independence assumptions.






Chapter 5

Perspectives and Improvements

In this final chapter, we briefly discuss several directions for extending and enhancing our
framework. Now that we have established statistical learning bounds for one-dimensional
state spaces S C R, we propose improvements aimed at broadening both the theoretical
and practical applicability of our approach. In particular, we outline potential extensions
to multi-dimensional state spaces, the estimation of higher-order moments, and strategies
to weaken the independence assumption via mixing techniques.

5.1 Multidimensional state space

For a more general state space S C R", the stochastic process X = {X;}; becomes vector
valued and so the problem of finding the regression function f,(z) = Elzpext | ] € S .
To extend our learning algorithm we first need to adapt the RKHS and its elements to
accomodate multidimensional outputs.

To handle multidimensional outputs we can consider a vector-valued RKHS [21, 5]. In
this setting, a reproducing kernel is a symmetric function

K:S8x8 — R™

such that for any z, 2" € S, the matrix o' K (z,2") is positive semidefinite. A vector-valued
RKHS H is the Hilbert space of functions f : S — R with inner product (-, ) f satisfying
the reproducing property:

(f, K(,x)o)g = f(ﬂc)Tc forall ceRY zeS.

The choice of K corresponds to how one parameterizes the function of interest. In fact,
any function in H lies in the closure of finite linear combinations of the form

P

flx) = ZK(:ci,x)ci, ¢ € RY,

i=1

where each K (x;,x) is a d X d matrix acting on the vector ¢;. The norm || f||x typically
measures the complexity of f, reflecting the scalar-valued scenario.

Once the vector-valued kernel framework is in place, we can formulate an online update
rule analogous to the one-dimensional case, replacing scalar operations with matrix-vector
operations. For instance, a gradient-based approach might yield an update of the form:

Jer1 = ft — e [(ft(wt) — 1) K(2e,) + M St

83
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where f; : S — R? p; is the gain, \; is the regularization vector, and K(z;,-) is the
operator applied to each x € S. The same high-level analysis on approximation, sample,
and drift errors, carries over, although technically more involved due to the matrix-valued
nature of K. Notably, the increased computational overhead due to matrix operations can
significantly impact the algorithm’s practical implementation, highlighting an important
aspect of cost analysis for future research.

5.2 Learning More Than One Moment

In this work, our primary focus has been on learning the conditional expectation
fo(@) = E[X¢41 | X¢ = 2],

which represents the first moment of the transition distribution.

Remark 5.2.1 In our setting, the Markov chain X = {Xj, X1, ... } is time-homogeneous,
meaning that the transition probabilities, and thus the conditional distribution, are in-
variant with respect to time. This invariance ensures that the regression function f, is
consistent across all time steps.

However, a more complete statistical description of the underlying dynamical system
can be obtained by estimating additional moments. In particular:

e Variance Estimation (Second Moment): Beyond the mean, learning the con-
ditional variance

o*(@) = B[ (X1 — (@) | Xe = 2]

would provide valuable information about the uncertainty and variability in the
system’s evolution. One approach is to extend the current online learning framework
to simultaneously estimate both the first and second moments by considering a
vector-valued RKHS for multi-output regression with the approach mentioned in
the section above. For instance, we may consider estimating the second moment
function
IP(@) =E| X2 | Xe =2,

and then recover the variance via o?(x) = f,§2) (x) — ( fp(a:))2. For further details on
estimation of conditional variance functions, see [9] and [8].

e Kalman Filtering: In settings where the dynamics are linear or can be locally
approximated as linear, Kalman filtering offers estimates of both the state and its
uncertainty. Consider a linear state-space model

i1 = Az +wy,  Ypp1 = Cxpp + 041,

where x; is the true state fo the system at time ¢ and ¥, is its measurement. The
variables w; and wv; represent process and measurement noise, respectively. The
Kalman filter recursively updates the state estimate via

JATH_1 = Ai’t + Kt(yt - Ci‘t),
where the matrix K; is known as the Kalman gain.

Using kernel-based online learning with Kalman filtering techniques may lead to
hybrid algorithms that capture both the mean and covariance structures of the
transition distribution. A kernel-based extension of the Kalman filter is discussed in
[35] and related works.
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e Moment Generating Functions: The moment generating function (MGF) of a
random variable X is defined as

M)((t) =E [etx] 5

for ¢t in an open interval around zero where the expectation exists. Since the MGF
uniquely characterizes the distribution of X (when it is finite in a neighborhood of
zero), its Taylor expansion yields
0 Lk
t k
Mx(t) = — E[X"].

N k!
k=0

The cumulant generating function (CGF) is then given by
Kx(t) = IOng(t),

and, when differentiable, the kth cumulant k; is recovered via

R = — =

In particular, k1 = E[X] and ko = Var(X).

Recent work [2] has proposed a kernel-based approach for learning the cumulants
by embedding the space of such functions into a reproducing kernel Hilbert space
(RKHS). In this framework, one constructs an estimator Ky (t) in an RKHS Hx
induced by a kernel K : R x R — R.

A possible direction is to extend this framework to ergodic systems by leveraging
the techniques developed in this work.

5.3 Weakening independence: Mixing

In our data collection we assumed that the trajectories { X (w;)} are independent. However,
in many practical applications obtaining a large number of independent trajectories can
be challenging. A possible direction is to relax the independence assumption by assuming
mixing properties on the dynamical system.

Definition 5.3.1. Let (2, F,P) be the probability space, and consider sub o-algebras
A, B C F. Define

a(A,B) := SUP AcA,BeB IP(AN B) —P(A)P(B)],

B(A,B) :=supacaper 3 Li1 2j-1 |P(Ai N Bj) — P(A:) P(B;)],
where the supremum is over all (finite) partitions {Ai,..., Ar} and {By,..., By} of €,
with A; € A, B; € B for all i, j respectively.

Definition 5.3.2. Let X = {X;}°, be a stochastic process. Define the o-algebra ]-"ZJ =
o(Xi,...,Xj), and for each n € N, let

a(n) = sup o F), Fi5 ),
J

B(n) = sup B(FY, F55,).
J

These are known as the a-mixing and B-mixing coefficients, respectively.
The process X is called a-mixing if a(n) — 0 as n — oco. Similarly, X is S-mixing
if B(n) - 0 as n — oo.
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Remark 5.3.3 The a-mixing and S-mixing conditions quantify how the dependence be-
tween past and future observations in a stochastic process diminishes as the time gap
increases. These conditions ensure that events occurring before time ¢ and after time ¢t +n
become asymptotically independent as n — oo, uniformly over f. Although consecutive
observations may exhibit strong dependence, observations that are sufficiently far apart
can be treated as approximately independent.

A key difference is that a-mixing measures the maximal deviation of joint probabilities
from the product of marginals, whereas 8-mixing quantifies their total variation distance.
In fact, one can show that

a(A,B) < B(A,B)
for any pair of o-algebras, meaning that S-mixing is a stronger condition than a-mixing.

Remark 5.3.4 These definitions represent only a few of the many ways to quantify de-
pendence in stochastic processes. In addition to the a- and S-mixing coefficients defined
above, other strong mixing conditions (such as ¢-mixing and 1-mixing) offer alternative
formulations. In our framework, S-mixing is particularly well-suited, as stationary, ape-
riodic, Harris recurrent chains are known to be f-mixing (and therefore c-mixing) [4].
Recall that we assumed our chain to be positive Harris recurrent and aperiodic to ensure
ergodicity, thus we can think of the chain as asymptotically S-mixing.

Mixing Time

One practical approach is to partition a long trajectory into blocks that are separated
by a parameter, which defines how long it takes for the dependency of the chain to be
sufficiently small.

Definition 5.3.5 (Mixing Time). Given the definitions above and € > 0, we define
mix(e) = min{a(n) < e}, t(e) == min{f(n) < ¢}

Over an interval of length t,x, observations from distinct blocks can be regarded
as approximately independent. Note that choosing different mixing coefficients leads to
. .. . . . 8
different mixing times, in particular 5, <t . .
One practical advantage of assuming mixing conditions for our data collection scheme
in 4.1.1, is that it allows us to extract multiple effective samples from a single trajectory,

thereby reducing the need for many independent trajectories:

Xo(wo), X1(wo),--- Kitis (W0)5 Xty +1(wo),
~—— —
Z0 Ztmix
Xo(wr), X1(w1), Xo(w1),. .. Xtet1(W1), Xept2(wi),
——— —
%1 T
Xo(wtmixfl)’ s Xtrnix71 (wtxxlix71)7 thnix (wtmixfl)’ s

2t 1

mix —

Remark 5.3.6 For our algorithm (4.1), the number of independent trajectories required
to compute the update f; is ¢ + 1, which grows without bound as ¢t — oo. However,
assuming mixing, when ¢ > t,ix no more than ¢,;x trajectories are required. Thus, by
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sampling long trajectories, we can cap the maximum number of independent trajectories
necessary for implementing the algorithm. This approach is particularly useful in practical
scenarios where initializing new trajectories is costly and obtaining long trajectories is more
feasible.

Another advantage of mixing conditions is that by selecting blocks from the chain X
that are at least t,ix apart, we obtain segments that are approximately independent. This
allows us to work directly with these blocks rather than relying on a data collection scheme
based on fully independent trajectories. Two common strategies in the literature exist:
one is to partition a long trajectory into disjoint blocks separated by intervals of length
tmix, ensuring negligible dependence between blocks; the other is to construct a family
of skeletons, X'mix*¢ for 0 < ¢ < tpix, by sampling the chain at different offsets from
the initial state. This approach effectively increases the number of independent samples
available from a single long trajectory. Future research could focus on quantifying the
trade-offs between block length and estimation accuracy, as well as on developing optimized
algorithms that automatically determine the optimal block-sampling strategy based on the
observed mixing rate [4, 3, 14].
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