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Introduction

The notion of comprehension is central in Mathematics and in Logic. Informally,
it allows us to add hypothesis or structure to the objects we are studying. In
fact, in set theory the Axiom Schema of Comprehension can be expressed in the
following way: given a well-formed formula ¢ with one free variable and given
a set X there exist a set whose elements are exactly the elements of X that
satisfy ¢. Formally it is expressed by the following formula:

VxIW V. (2 €Y < (2 € X No(2)))

If one thinks of a set X as a model of a theory, then comprehension gives
the possibility to consider a model of the theory extended with ¢, namely the
subset S C X obtained by comprehension. Studying the relations between the
comprehensions of different formulas provides information about the relation
between formulas themselves. In particular, one is interested into studying
logical consequences.

Analogously to the set-theoretical case, one can consider comprehension from
a type-theoretical perspective. In this scenario adding an hypothesis corre-
sponds to extend a context: given a judgement of type I'  o: Type the context
extension rule yields the extended context I', x: 0. This is substantially a proof-
relevant version of the previous case: we can study not only logical consequences,
but also their proofs.

This thesis analyzes two different kinds of comprehension structures, namely
Lawvere comprehension and Jacobs comprehension, through the lens of fibered
category theory. A fibered category, also known as Grothendieck fibration,
consists of a family of categories indexed by a category, packaged into a (strict)
functor p: E — B. From the point of view of logic, one can see the base category
B of p as the objects they want to study together with their transformations.
Each fiber Ex = p~(X) over an object X of B consists of the properties of X
(the predicates) together with the order induced by logical consequences. The
crucial property of fibrations, with respect to functors, is that each transforma-
tion in B induces a so-called reindexing functor between the fibers which, from
the point of view of logic, performs a substitution into each predicate.

Lawvere’s notion of comprehension arises in the study of hyperdoctrines,
which he studied in his work [11]. These correspond to faithful fibrations with
additional properties, so one can generalize it to non-faithful fibrations. They
represent a suitable framework in which one can interpret logical theories thanks
to the observation, also due to Lawvere, that logical operators can be interpreted
as suitable adjoint functors. Theories in first order logic give rise to faithful
fibrations: arrows in the total category represent the consequence relation de-
termined by the theory.



On the other hand, Jacobs’ notion of comprehension arise to give a frame-
work in which one can model dependent type theories. These are particularly
useful both in Theoretical Computer Science and in Mathematics: for example
several interactive theorem provers (including Coq and Lean) and some func-
tional programming languages (such as Agda and Idris) are based on them.

It is well known that one can model simple type theories, i.e. type theories
in which types do not depend on variables of any kind, inside cartesian closed
categories. Dependent type theories, instead, allow types to depend on term
variables: for example, one can form the type vec(n) of vectors of length n,
where n: N. In [8] Jacobs examines different ways to interpret simple, dependent
and polymorphic type theories inside specific kinds of fibered categories. In
particular, he defines comprehension categories specifically to model dependent
type theories. These fibrations are usually far from being faithful. This reflects
the type-theoretic concepts of “propositions-as-types” and “proofs-as-terms”:
in general, there are different possible proofs for the same proposition, as there
are different possible terms of a given type.

Our aim is first of all to describe these different kinds of comprehension from
a 2-categorical perspective. Later on, we get to the main results of the thesis
by describing how to freely add both types of comprehensions. Here it appears
crucial the 2-categorical environment: the two constructions that we provide
are described by two 2-functors that give rise to two bi-adjunctions which are
(in general) not strict. These universal constructions are important for two
different reasons: first of all, they enlighten the algebraic nature of both kinds
of comprehension. Secondly, they provide a standard way to build models, for
example of logical theories or of dependent type theories. These completions
are part of our original contribution.

In the first chapter we recall some basic notions of 2-category theory and
fibred category theory. We often make use of the facts and constructions given
in this chapter, that may be considered as a container for the prerequisites one
needs on 2-categories and fibered categories in order to understand the main
results.

Then, in the second chapter we investigate Lawvere comprehension. First
we give a characterization of those fibrations with Lawvere comprehension that
are faithful. Afterwards we get to the main result of the chapter, namely the
completion for Lawvere comprehension. In particular, we build the free fibration
with Lawvere comprehension and finite fibred products starting from a fibration
with finite fibred products, and prove its universality.

Finally, the third chapter is focused on comprehension categories and their
relation to fibrations with Lawvere comprehension. In fact there we show that
Lawvere comprehension implies Jacobs comprehension, and we characterize
those comprehension categories that are fibrations with Lawvere comprehen-
sion. This characterization is the other part of our original contribution. In the
end we also build the free comprehension category over an arbitrary fibration,
and prove its universality.



Chapter 1

Preliminary concepts

In this chapter we set up the stage for the subsequent developments by recalling
some necessary preliminary notions and fixing the notations used throughout
this thesis. More in detail, in Section 1.1 we recall some definitions about 2-
category theory. Section 1.2 introduces the main character of this thesis, namely,
fibrations (Definition 1.2.3). Then, in Section 1.3 we define fibrations with
finite fibred products (Definition 1.3.1) and we provide some examples. Finally,
in Section 1.4 we give the completion for finite fibred product of a fibration
(Theorem 1.4.5). We refer the reader to [2, 9, 10, 13, 14] for the definitions and
results appearing in this chapter.

Notation. Given a category C, we refer to the class of its object as |C|, and
to the class of morphisms between objects A and B with C(A, B). We denote
by 1 the terminal category, i.e. the category with a single object and only the
identity on it. Also, we write C x D for the product of the categories C and D,
whose objects and arrows are pairs of object and arrows, respectively, of C and

D.

1.1 2-categories in a nutshell

In this section we briefly recall basic notions from 2-dimensional category the-
ory we will use throughout this thesis. We are particularly interested in the
definition of bi-adjunctions (see Definition 1.1.17), that will allow us to speak
with a 2-categorical approach about free constructions. We refer the reader to
[2] for a detailed introduction to the subject.

The notion of 2-category arises to describe a category in which the collection
of morphisms between a fixed pair of objects forms a category itself. This
abstracts the essential structure of the “category of categories”, which gives
rise to the paradigmatic example of a 2-category. Indeed, roughly, fixing two
categories C and D, the morphisms between them are organized in a category
in which objects are functors and arrows are natural transformations.

Definition 1.1.1. A 2-category C consists of:

e a class |C|, whose elements are said 0-cells;

e for each A, B € |C|, a category C(A4, B), whose objects are called 1-cells
(or arrows) and whose arrows are called 2-cells;
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e for ecach A, B,C € |C]|, a functor
capc:C(A,B) x C(B,C) — C(A,C);
e for each A € |C|, a functor us:1 — C(A4, A);
These data have to satisfy the following conditions:
e Associativity: given A, B,C, D € |C|, the following diagram commutes:

Idca,B)yXcBCD

C(A,B) X C(B,C) X C(C,D) C(A, B) x C(B.D)
CABCXIdC(C,D)J/ lCABD

C(A,C) x C(C, D) C(4,D)

CACD
e Identity: given A, B € |C|, the following diagram commutes:

1x C(A,B) «—— C(A,B) ———— C(4,B) x 1
ua XIdc(A,B)J{ Idc(A,B)J{ J{IdC(A,B>><“B

C(A,A) x C(A, B) 2245 C(A, B) 22 C(A,B) x C(B, B)

Remark 1.1.2. In a 2-category C there are at least two different ways to
compose 2-cells. Given 1-cells f, g, h from A to B and 2-cells a: f = ¢ and
B:g = h we can define the composition So«: f = h as their composition inside
the category C(A, B). This is called vertical composition.

Instead, given 1-cells f, g from A to B and f’, ¢’ from B to C and 2-cells
a: f = g, B:f' = ¢, we can define the composition 8 * a: f' o f = ¢g' o g as
the action of the composition functor c4pc on them. This is called horizontal
composition.

Horizontal and vertical compositions satisfy an interchange law following by
functoriality of the composition functor capc: given the diagram

f1 g1
S a7 g
A fo— B g2 —
f3 93

one has (820 31) * (ag o ay) = (B2 * ag) o (B1 * ag).

Furthermore, there is a way to “compose” 1l-cells and 2-cells. Given 1-
cells f:A — B and g,h: B — C and a 2-cell a:g = h, we define the 2-cell
af:go f = ho f as the horizontal composition « * iy, where with iy we denote
the identity 2-cell on the 1-cell f. Analogously, given 1-cells g,h: A — B and
f:B — C and a 2-cell a: g = h, we define the 2-cell fa:go f = ho f as the
horizontal composition if * &. These operations are called whiskering of o with

I

Example 1.1.3. Any standard category can be regarded as a particular 2-
category. Indeed, given a category C, one can define the so-called 2-discrete
2-category Disc(C) over it in the following way: O-cells are the objects of C,
1-cells are its arrows and the 2-cells are only the identities. Note that in a
2-discrete 2-category all compositions involving 2-cells become trivial.

4



Example 1.1.4. The paradigmatic example of a 2-category is Cat, where
0O-cells are the categories, 1-cells are functors and the 2-cells are the natural
transformations. The vertical composition of natural transformations is as fol-
lows: given functors F', G, H from C to D and two natural transformations
a: F = G and 8: G = H we define the composition 8o a: F' = H as the family
{Beoacteec)-

Instead, the horizontal composition of natural transformations is as follows:
given functors F', G from C to D and F’, G’ from D to ‘E and natural transfor-
mations a: F = G, 8: F' = G’, we define the composition 8*xa: F'oF = G' oG
as the family {Bgco F'ac}ce|c), or equivalently (by naturality of 3) as the family
{G/ac © ﬂFc}cE\C\ .

e T~y = L
c 4 D c oo e
~__ A - —

H

Beoare /BFCJ/ lﬁcc

FCLGCLHC G'Fc ——— G'Ge

The composition functor act as the composition on 1-cells and as horizon-
tal composition on 2-cells, while the composition between 2-cells internal to
Cat(A4, B) is the vertical composition.

Definition 1.1.5. Let F 4 G and F' 4 G’ be adjunctions, with F': C — D and
F':C" — D'. Consider also two functors A: C — ' and B: D — D’ together
with a 2-cell w: F' 0o A = Bo F. The mate of w is the 2-cell w#: Ao G = G’ o B
defined as follows: w# := (G’'Be) o (G'wG) o ( AG), where ¢ is the counit of
F + G and 7 is the unit of F' - G".

D—¢ ,c——4 L

Proposition 1.1.6. Let F 4 G and F' 4 G’ be adjunctions, with F: C — D and
F':C' — D'. Consider also two functors A: C — C' and B: D — D’ together
with a natural transformation w: F' o A = B o F and its mate w?. Then the
following square commutes:

FIAG =2+ BFG

F’w#ﬂ ﬂBe

F'G'B :B> B

Proof. See [10]. O

Proposition 1.1.7. Let F 1 G, F' 4 G' and F" 4 G" be adjunctions, with
F:C — D, F':C' — D and F':C" — D’. Consider also four functors
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A:C = C, B:D - D, C:C" — C" and D: D — D", together with two
natural transformations w:F' o A = BoF and 0:F" oC = Do F'. Then
(DwoaA)# = (6% B) o (Cw?).

C A C/ C C// C CoA C//

FJ{ w/J(F’ %JF” Fl Dwo)aA/ J{F”

D = D = D D — D'
C A C/ C C// C CoA C//
GT w#& TG, U#& TG” GT (U#B)O(C% TG”
D = D = D D — D
Proof. See [3]. O

Proposition 1.1.8. Let F' 4 G and F' 4 G’ be adjunctions, with F:C — D
and F': C' — D'. Consider also functors A,C:C — C' and B,D:D — D’
together with natural transformations w: F' o A= BoF and p: F'oC = DoF.
Finally, take also natural transformations a: A = C and : B = D. Then the
left-hand square below commutes if and only if the right-hand square commutes.

F'A = BF AG =25 o'B
F’aﬂ HBF OCGH ﬂa/ﬁ
F/C :p> DF caG :#> G/D

P

Proof. Suppose that the left-hand square commutes. By definition of mate, the
right-hand square above is the following composition

AG —1AS . rprAG —CC ., 'BFG —C e, /B

aGﬂ G’F'aGﬂ HG’BFG HG’ﬁ

CG ——— G'F'CG ——— G'DFG ——— G'D
n'CG G’ pG G' De

The two lateral squares commute since they are whiskerings of naturality squares.
The central one commutes since it is a whiskering of a commutative one.
The converse follows from the fact that (w#)# = w. O

Example 1.1.9. Analogously to the one dimensional case, given a 2-category
C, one can define the 2-category C? in which O-cells are 1-cells of C, 1-cells are
pairs of 1-cells in C such that the appropriate square commutes, and the 2-cells
are pairs of 2-cells satisfying some coherence condition. More precisely, given
the diagram below, one requires that go h = ko f (also go b/ = k' o f) and



Bf = ga.

N
Q>
<~ |=

As an instance we recover the 2-category of functors Cat®. A l-cell Fisa
pair of functors F' = (F, F'), where the first component is between the domains
of the 0O-cells and the latter is between the codomains. A 2-cell a: F' = G is a
pair of natural transformations o = (@, @) where @: F' = G and a: F' = G.

Definition 1.1.10. Let C be a 2-category, and consider a pair of 1-cells f: X —
Y and g: Z — Y. A 2-pullback is an object X x Z such that there is an isomor-
f

phism of categories (C(S, X) x C(S,2))s,4 — é(S’,X f>’<g 7Z), where (C(S, X) x
C(S,Z))y,q indicates the subcategory of C(S, X) x C(S, Z) such that the com-
position on the right in the following diagram factorizes through the diagonal.
C(S5,X) x C(S,Z) ————— (C(5,X) x 1) x (C(S,Z) x 1)
|ocs ) <)% es. 2 <9)
(C(S,X) x C(X,Y)) x (C(S,Z2) x C(Z,Y))

C(S,Y) C(S,Y) x C(S,Y)

A

A 2-pullback satisfies an analogue version of the universal property of a
pullback in a 1-category.

Remark 1.1.11. Consider a pullback in Cat. Then it is a 2-pullback in Cat.
This implies that we can use the universal property of the pullback on natural
transformations as well.

Since in a 2-category there are two types of arrows, morphisms between 2-
categories have an additional degree of freedom as compared to functors between
ordinary categories: the idea is that one may use 2-cells to compare 1-cells. So
for example there are morphisms that preserve composition and identity only
up to isomorphism (i.e. up to an invertible 2-cell), or even that preserve them
up to an arbitrary 2-cell (lax functors and colax functors, depending on the
direction of the 2-cell). Here we are interested in the strict and in the up-to-iso
type of morphism, called respectively 2-functors and pseudo-functors.

Definition 1.1.12. Let C and D be 2-categories. A pseudo-functor F: C — D
consists of:

e for each A € |C|, an object FA € |D|;
e for each A, B € |C|, a functor

Fap:C(A,B) — D(FA, FB);
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e for each A, B,C € |C|, a natural isomorphism yapc:cra,rp,rc © (Fap X
Fpc) = Fac ocape as in the following diagram:
C(A,B) x C(B,C) ——22¢___, C(4,0)
Fap XFBC\L 71‘% lFAC
D(FA,FB) xD(FB,FC) ————— D(FA, FC)

CFA,FB,FC

e for each A € |C|, a natural isomorphism d4:ups = Faa oua as in the
following diagram:

D(FA,FA)
These data have to satisfy the following conditions:

e Composition coherence: given 1-cells

P ; o JEENY )
the following diagram commutes:

iFh*Yf,g

FhoFgoFf ——== FhoF(gof)

'Yg,h*iFfﬂ H’Ygof,h

F(hog)oFf === F(hogo [)

e Identity coherence: given f: A — B a 1-cell, the following diagrams

commute:
Ffoidpa 2% Ffo Fidy idpg o Ff 225 Fidp o Ff
F(foida) F(idg o f)

where with ir; we denote the identity of the object F'f in the category
C(A, B).

Intuitively, a pseudo-functor is an assignation that preserves the composi-
tions and the identities of 1-cells and 2-cells up to isomorphism. We call 2-
functor a pseudo-functor that preserves these compositions (and the identities)
strictly, i.e., where the coherence isomorphisms are actually identities.

Definition 1.1.13. A 2-functor is a pseudo-functor such that v and ¢ are
identities.



It is easy to see that the coherence diagrams commute automatically when-
ever the natural transformations v and ¢ are identities. Hence, we can give the
following simpler definition of a 2-functor.

Definition 1.1.14 (Alternative). Let C and D be 2-categories. A 2-functor
F:C — D consists of:

e for each A € |CJ, an object F'B € |D|;
e for each A, B € |C|, a functor

Fu,p5:C(A,B) —» D(FA,FB);

These data have to satisfy the following conditions:

e Composition coherence: given A, B,C € |C|, the following diagram
commutes:

C(A,B) x C(B,C) ——22%  C(A,0)
FABXFBCJ/ lFAC

D(FA,FB) x D(FB,FC) —— D(FA, FC)

CFA,FB,FC

e Identity coherence: given A € |C|, the following diagram commutes:

1" 4, A)
UFA Faa
D(FA, FA)

Adjunctions are widely used in 1-dimensional category theory since they al-
low us to relate different functors. So we want to extend the notion of adjunction
to a 2-categorical approach: this can be done using the notion of bi-adjunction.
Roughly, a bi-adjunction satisfies up to isomorphism the conditions required in
a classical adjunction, as we see in Proposition 1.1.20.

Definition 1.1.15. Let C be a 2-category. A sub-2-category of it is a 2-category
D such every 0-cell (1-cell, 2-cell) of D is a 0-cell (1-cell, 2-cell) of C. A sub-2-
category is said 2-full if for any 1-cells f, g in D(A, B) the 2-cells between them
in C lie all in D.

Definition 1.1.16. Let C, D be 2-categories and F',G: C — D 2-functors. A
pseudo-natural transformation a: F' = G is a family of 1-cells a.: F'c — Gc
indexed by 0-cells of C together with a family of invertible 2-cells af: igo F'f =
Gf o a, indexed by 1-cells of C such that for any 2-cell 5: f = g in C the
equality GB * af = oy * F'3 holds.

Fe —2 4 Ge

Y

Fd —— Gd

9



Definition 1.1.17. Two 2-functors R: C — D and L: D — C are bi-adjoint if
for each X € |D|and Y € |C| there is a pseudo-natural equivalence of categories
¢xy:C(LX,Y) = D(X,RY). In this case we denote the bi-adjunction as
LAR.

Bi-adjoint functors are relevant to our purpose since they let us speak about
free constructions, even if they are not free in the usual sense (i.e. arising from
a strict adjunction). In particular we will provide some completions that arise
from non-strict bi-adjunctions.

Definition 1.1.18. Let n,e: F = G be pseudo-natural transformations, with
F,G:C — D 2-functors. A modification (see [9]) a:n = € is a family of
2-cells ax:nx = ex indexed by 0-cells C such that for every 1-cell f: X — Y
the following diagram commutes:

(Gf)onxy —SD%% 0 (Gf)oex

| ®
(

ny o (Ff) =7 ev o (Ff)

Remark 1.1.19. As for natural transformations, one can give a notion of “ver-
tical” composition between modifications. It is easy to see that a modification is
invertible w.r.t. this composition if and only if every component is an invertible
2-cell.

Proposition 1.1.20. Let R: C — D and L: D — C be pseudo-functors. Then
there is a bi-adjunction L - R if and only if there are two pseudo-natural
transformations n:Idp = RL and €: LR = Id¢ (called respectively unit and
counit of the bi-adjunction) and invertible modifications «, 8 as in the following
two diagrams (i.e. triangular identities):

R —""  RLR L —2"  LRL
Eaz Re é el
1r 1y,

Proof. First suppose that there is a biadjunction L 4 R, and let ¢ x y: C(LX,Y’) =

D(X, RY), 1/’XY D(X,RY) = C(LX,Y) the pseudo-natural equivalence of

categories, with B dxytxy = ldpx,ry), @ ¢¥xydxy = ldprx,y) invert-
ible and, for f: X’ - X and ¢:Y — Y7, the following pseudo-naturality square:

C(LX,Y) — Y, D(X,RY)

go—oLfJ( /—‘> J{Rgo of

C(LX"Y") —;——— D(X',RY")

with ~;, a natural iso. Then one can define nx = ¢x rx(idrx) and ey =

10



Yryy(idry). Given X € |D|, consider the naturality diagram

C(LRLX,LX) —"* , D(RLX, RLX)

C(LX, LX) —5—=— D(X,RLX)

Looking at the component indexed by erx of v, id, , and using also the equiv-
alence, one gets the 2-cells

(77 sid )e 6id 3 *idn
bx.ox(enx o Lny) —2XEX X o p v ox (epx) o Ny —=EX1X )y

Applying ¢ x . x at this diagram, precomposing it with @~! and postcomposing
it with &, one gets

diap x oYX, Lx (Biapp x *idn )o(Ynx iap x e x )Od;le oLnx .
erx o Lmx idpx

Since @&, A and Vnx.idyx are invertible and by functoriality we have that this
is an invertible 2-cell, namely «. In an analogous way one can define 5. They
satisfy our request by construction.

Conversely, given n and ¢, one defines ¢x y (f) as Rf onx and ¥x y(g) as
€y o Lg. It is then straightforward to verify the pseudo-naturality of ¢ and
together with the equivalence that they satisfy. O

We will use this proposition to prove our principal results, namely Theo-
rem 2.2.14 and Theorem 3.3.28. Sometimes it happens that some of natural
transformations involved above are identities, meaning that some of the dia-
grams commute strictly. This is just a particular case of a bi-adjunction, a sort
of middle term between it and a strict adjunction (i.e. a 2-adjunction).

1.2 Fibrations: definitions and basic properties

In many areas of mathematics, we often end up in studying families of structures
indexed by a category C. These are typically described by contravariant functors
from C into the category of structures we are interested in. The paradigmatic
example is given by presheaves, that is, functors of shape C°P — Set, which are
ubiquitous, for instance, in algebraic geometry. A natural question is what hap-
pens if we go one dimension higher, considering families of categories indexed
by a category C, namely presheaves of categories. In order to handle the two
dimensional nature of categories, one soon realizes that the right way of rep-
resenting these families is by pseudo-functors on (the opposite of) a 2-discrete
2-category, that is, of shape Disc(C)°Y — Cat. These are rather complicated
objects, but here it is where fibrations come into play. Fibrations were intro-
duced by Grothendieck [5] to generalize problems arising in algebraic geome-
try, and were developed further by Bénabou [1]. They are functors p: £ — B
between (1-)categories, which however can encode the same information as a
pseudo-functor of shape Disc(B)°® — Cat. Let us illustrate this fact by the
following example, which describes the family of categories of modules indexed
by the category of commutative rings.

11



Example 1.2.1. Let us consider the category Ring whose objects are commuta-
tive rings with unit, and whose morphisms are ring homomorphisms preserving
units. Then we define the pseudo-functor' Mod: Disc(Ring)°” — Cat, which
assigns to any ring A the category Mod (A) of modules over A and to any
ring homomorphism f: A — B a functor f*: Mod (B) — Mod (A), given by
restriction of scalars along f. More precisely, the objects of Mod (A) are pairs
M = (|M|, ), where |M]| is an abelian group and ap: A x |M| — |M| is a
group homomorphism compatible with the multiplication in A, in the following
sense: for any a, b in A and m in | M| one has aps(a, apr(b,m)) = ay(ab,m).
Its arrows g: M — N are group homomorphisms |g|:|M| — |N| such that
lg| o apr = an o (ida x |g|). For a ring homomorphism f: A — B we de-
fine the functor f*: Mod (B) — Mod (A) as follows: if M — N is a B-
module homomorphism, with M = (|M|,ap) and N = (|N|,an), then we set
J*M = (M, anr o (f % id)) and | f*h] = [A].

idA><|h|

M M A X |M)| A X |N|
lf"g J{g fxiduml lfxid‘m
F*N N Bx M| 2 BN
aMl laN
A—71 B M| ———— IN|

We can rearrange all the data given by the pseudo-functor Mod in just one
category Mod , together with a functor U: Mod — Ring. The objects of Mod
are pairs (A, M) of a ring A and M an object in Mod (A), and morphisms
(A, M) — (B, N) are pairs (f,g) of a ring homomorphism f:A — B and a
morphism g: M — f*N in Mod (A). The composition of morphisms (f, g)o(h, s)
is given by (f o h,h*(g) o s), and identities are the pairs of identities.

(.00 % (B Ny L2 (0 k)

M —=— h*(N) 29 (p2(K))
A h B f C

Finally the functor U: Mod — Ring is the first projection.

We can see that morphisms whose second component is invertible play a
special role: given objects (4, M), (B,N) and (C,K) in Mod together with
two morphisms (f,s):(A,M) — (B,N) and (g,7): (C,K) — (B,N) with r
invertible and a ring homomorphism h: A — C' such that g o h = f, then there

INote that this is actually a 2-functor.
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exist a unique ¢t: M — h*(K) such that (f,s) = (g,7) o (h,t).

(A, M) K ———— g*(N)
(ht)! (£:9)

(C,K)T(B,N) M —— f*(N)=h*(g*(N)) —

A

hi >

C 7 B
This unique element is given by the composition ~A*(r~!) o s. Furthermore, the
converse is also true: if we assume that there exist a unique morphism as above,
then r is invertible in Mod (C). So we have shown that arrows whose second

component is invertible encode the information given by the action of M od on
the first component.

The special arrows described at the end of the previous example provide the
key structure making the functor U: Mod — Ring a fibration. This observation
leads us to the following definitions.

Definition 1.2.2. Let p: E — B be a functor. An arrow g:A — B in E is
cartesian if for every g": A’ — B and v:pA’ — pA such that p(¢') = p(g) o v
there exist unique h: A" — A such that ¢’ = go h and p(h) = v.

pA’
NN

pA 5 pB

Definition 1.2.3. A fibration is a functor p: £ — ‘B such that for every arrow
f:X — Y in B and object B in ‘E over Y there exist a cartesian arrow g: A — B
over f. The arrow g is called cartesian lifting of f at B. The category B is
called basis of the fibration, and E is the total category.

We say that an object A (arrow g) of E is over an object X (arrow f) of B
it pA =X (p(g) = f). We also say that an arrow f is vertical if it is over the
identity.

Example 1.2.4. The functor U: Mod — Ring defined in Example 1.2.1 is a
fibration. A cartesian lifting of a ring homomorphism f: A — B at a B-module
M is given by restriction of scalars of M, that is the pair (f,ids«ar): (4, f*M) —
(B,M). More in general cartesian arrows are exactly the morphisms whose
second component is invertible.
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Example 1.2.5. Consider a category B and the unique functor !3: B — 1. This
is trivially a fibration: it is easy to see that identities are cartesian (over the only
arrow in 1), which means that cartesian arrows are exactly the isomorphisms of

B.

Example 1.2.6. One elementary example of a fibration is the domain functor:
given any category C, the functor dom: C? — ( is a fibration. Cartesian arrows
are pairs whose codomain is invertible. A cartesian lifting of f: A — B at
g: B — C is then (f,id¢):go f — g¢.

Example 1.2.7. Instead, the codomain functor cod: C> — C is a fibration if
and only if C has pullbacks, in fact an arrow in C? is cartesian if and only if it
is a pullback in C. Hence a cartesian lifting of f: A — B at g:C' — B is their
pullback square.

Example 1.2.8. Consider a category C. The category Fam(C) has pairs
(I,{X:}icr) as objects, where I is a set and {X;},cs is a set-indexed family
of objects in C. Arrows f:(I,{X;}icr) = (J,{Y;};ecs) are pairs (|f|, {fi}ier)
where |f[: 1 — J is a function and {f;}ics is a family of arrows f;: X; — Y|y
in C. Then the first projection Fame: Fam(C') — Set is a fibration. A cartesian
lifting of f: 1 — J at (J,{Y;}jes) is given by (f,{idy,, }ier): (I, {Y}@i) }ier) =
(1Y }es).

Example 1.2.9. A particularly relevant example is given by a term model
fibration. Consider a calculus in a dependent type theory. Objects in the base
category ‘B are contexts I', and arrows I' — A, where A = y1:71, ..., Yn: Tn,
is a n-tuple of terms (M, ..., M,,) satisfying T' = M;: 7 [My/y1, ..., Mi—1/yi—1].
These terms are to be interpreted as substitutions, and their composition is
then the composition of substitutions. The objects of the total category E are
type judgements of the form I' - o: Type. The arrows (I' F o: Type) — (A
7: Type) are pairs (M N) with M:T — A arrow in B and N a term satisfying
T,z:0 - N:7[M/j]. Then the projection on the first component is a fibration.
A cartesian hftlng of an arrow M at a type judgement A b 7: Type is (M, )
with T, z: 7[M /4] b a: 7[M /7).

Let us notice that we are able to perform context extension: given o over
T', one can consider the extended context I',x:0. There is also a canonical
projection yo: T, x: 0 — T given by the n-tuple of variables. Moreover, given an
arrow (I' - o: Type) — (A 7: Type), one can consider the following square:

xXo
'z2o —— T

(M,N)l lM

A,y:’r T A

It is not hard to see that this is a pullback in B.

Example 1.2.10. Consider a theory T in a first order logic. This gives rise to
a faithful fibration. Objects in the base B are contexts I', and arrows I' — A,
where A = y1:71, ..., Yn: Tn, is a n-tuple of terms (M, ..., M,,) such that M;: 7;.
Again, terms are to be interpreted as substitutions: the only difference with the
base category of Example 1.2.9 is that here we do not allow dependent types.

14



The total category E is the category of well-formed formulas of the theory:
objects are pairs (I', A) where the first component is a context and the second
a formula in that context; morphisms (I', A) — (A, B) are arrows M:T' — A in
B such that T'; A - B[M/j]. Then the projection on the first component is a
faithful fibration. By faithfulness, a cartesian lifting of M:T' — A at (AA) is
uniquely determined by its domain: we pick (I, A[M /7]), so that the condition
imposed on arrows is trivially satisfied (by the rule of assumption).

Cartesian arrows have some nice closure properties.

Lemma 1.2.11. Let p: E — B be a fibration, and f:A — B, g:B — C be
cartesian arrows. Then their composition g o f is cartesian.

Lemma 1.2.12. Let p:’E — B be a fibration, and f:A — B, g:B — C be
arrows in ‘E such that g and go f are cartesian. Then f is also cartesian.

Proof. See [14]. O

Definition 1.2.13. Let p: E — B be a fibration, and X in B. The fiber over
X is the subcategory of E consisting of all the objects over X and all vertical
arrows (clearly over idx).

Definition 1.2.14. Let p: E — ‘B be a fibration. A cleavage of p is a choice of
a cartesian lifting for every f: X — Y and B over Y, and such cartesian lifting
is denoted by fZ: f*B — B. A cloven fibration is a fibration equipped with a
cleavage.

Remark 1.2.15. Let p: E — B be a fibration. Using the Axiom of Choice,
for every arrow f: X — Y in B and object B over Y, we can select a cartesian
lifting of f at B. Hence, when the Axiom of Choice is assumed, every fibration
is cloven.

Remark 1.2.16. Cartesian liftings are unique up to vertical iso, in the following
sense: given an arrow f: X — Y in the base category, an object A over Y and
g:B — A, h:C — A cartesian liftings of f at A, the unique vertical arrows
u: B — C and v: C' — B given by cartesianity of, respectively, h and g, are each
other inverses. So given a cleavage one can characterize cartesian arrows up to
vertical iso.

Definition 1.2.17. Consider a fibration endowed with a cleavage, and fix
f: X — Y an arrow in the base. The reindexing functor along f is a functor
f* from the fiber over Y to the fiber over X that sends an object A into f*A,
and its action on arrows is uniquely determined by the universal property of
cartesian arrows.

Remark 1.2.18. Given a pair of composable arrows in ‘B, the composition
of the reindexing functors is not in general the reindexing functor of the com-
position of the arrows; however, there is an isomorphism between these two.
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Explicitly one have the isomorphism 3, ; depicted below:

R P L T R ey
// i'Yh,f J{
idp* gxa ( (f o h)*A = A
" L (foh) l
\\\,1 th
WA e A A
rf
Z h X ! Y
lidz lidy
idz A Toh Y
J{idz J{idy
VA - X 7 Y

It is an easy exercise to check that the morphisms defined in the diagram by
cartesianity are each other inverses.

Furthermore, the reindexing functor of the identity is not in general the
identity, but there is an isomorphism § between them determined by cartesianity,
as in the diagram below:

A
oA i ida
(idx)*A — A
id%
X — 9 . x

Using the concept of fiber one can think of assign a presheaf with value
in Cat to a fibration, by mapping, in fact, objects in their fibers and arrows
into the reindexing functor. Unfortunately, we just showed that the reindexing
functor along the identity is not forced to be the identity, and in general the
reindexing functors are not closed under composition. The non-coherence of
the composition of reindexing functors forces us to consider pseudo-functors
instead of strict functors when speaking of fibrations. In fact, we are about to
see that fibrations and presheaves to Cat are essentially the same: we are going
to assign a (pseudo-)presheaf to any fibration, and then to assign a fibration to
any (pseudo-)presheaf in such a way that the two constructions are mutually
essentially inverses.

Definition 1.2.19. Given a fibration p: £ — B equipped with a cleavage, one
can define a pseudo-functor F: Disc(B°P) — Cat associated to it:

e for X in |Disc(B°P)|, FX is the fiber over X;
e for X, Y in |Disc(B°P)|, the functor Fxy: Disc(B°P)(X,Y) — Cat(FX,FY)

sends an arrow f:Y — X to the reindexing functor f* along the fibers;
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e for X, Y, Z in |Disc(B°P)|, the natural isomorphism vyxyz:crx,ry,rz ©
(Fxy %X Fyz) = Fxz ocxyz has v, as the component indexed by the
object (h, f);

e for X in |Disc(B°P)|, the natural isomorphism Jx has d4 as the compo-
nent indexed by the object A.

Proposition 1.2.20. The assignation in Definition 1.2.19 satisfy the composi-
tion and the identity coherence. In particular, F is a pseudo-functor.

Definition 1.2.21. Given a pseudo-functor F:Disc(B°?) — Cat, one can
define a corresponding fibration [F: E — B via the Grothendieck construction.
First one defines the total category E: its objects are pairs (X, A) with X € |B|
and A € |FX]|; its arrows f: (X, A) — (Y, B) are pairs (g, h) such that g: X — Y
is an arrow in B and h: A — F(g)(B) is an arrow in FX. The composition
(g,h)o(k,r) is given by (gok, F(g)(h) or), and identities are given by the pair
of identities.

Proposition 1.2.22. With the notation introduced in Definition 1.2.21, the
first projection fF: E — B is a fibration. Furthermore one recovers a cleavage
by defining the cartesian lifting of f at B as the arrow (f,idpyp)).

Notice that Example 1.2.1 is just an instance of this construction, applied
to the 2-functor Mod: Disc(Ring°?) — Cat induced by the functor Mod.

Remark 1.2.23. By Remark 1.2.16 cartesian arrows with fixed codomain and
over a fixed arrow are unique up to vertical iso. Hence the cartesian arrows of
JF are the morphisms whose second component is an isomorphism.

Remark 1.2.24. A presheaf F: B°P — Set gives rise to a 2-functor G: Disc(B°P) —
Cat, by regarding Set as a subcategory of Cat. The ensuing fibration [G ob-
tained via Grothendieck construction is then a faithful fibration. Conversely, if

p: E — B is a faithful fibration, the corresponding fiber pseudo-presheaf can be
restricted to a presheaf of sets.

Example 1.2.25. Consider the presheaf R:Set°® — (Cat where R(X) is the
preordered set of functions s: X — P(N) (regarded as a category) with the order
relation given by: s < ¢ if and only if there exist a partial recursive function
¢:N — N such that for all z € X and h € s(x) the function ¢ is defined on h
and ¢(h) € t(z). Given an arrow f: X — Y, R(f) is given by precomposition
with f. This presheaf is a presheaf for Kleene realizability, a particular case
of a more general construction given in [6]. We can regard R as a 2-functor
R:Disc(Set°?) — Cat, and then we can apply the Grothendieck construction
to it to get a faithful fibration K: Real — Set. Since object are pairs (X,a)
of a set X and a function a: X — P(N), we can identify the objects in Real
with functions towards P(N). Then an arrow f:a — b, where a: X — P(N) and
b:Y — P(N), is given by a function |f|: X — Y such that a <bo|f| in R(X).

X —Y

aJ/ C b

N N N—N
M )73(¢>:¢*1P( ) ¢



Let us notice that if one considers in the fibers only functions a: X — P(N)\{0},
then applying the Grothendieck construction he recovers the category of assem-
blies as the total category.

It is easy to see that these constructions are essentially mutually inverse, so
there is a correspondence between pseudo-functors into Cat and fibrations. This
correspondence extends to a bi-equivalence of 2-categories. We start defining
the 2-category of fibrations.

Remark 1.2.26. A fibration is a O-cell in the 2-category Cat? (see Exam-
ple 1.1.4).

Definition 1.2.27. Let p: £ — B and ¢: E' — B’ be fibrations. A fibration
morphism F:p — ¢ consists of a pair of functors (£, F) such that the square

I
s
B—— B

commutes and F' preserves cartesian arrows.

Remark 1.2.28. Let F:p — ¢ be a fibration morphism, and fix a cleavage of
p:B — E and one of g. Then, given an arrow f: X — Y in B and an object A
in the fiber over Y, one can define the vertical arrow Sy a: F(f*A) — (Ff)*FA

by cartesianity, since by Definition 1.2.27 we have ¢F f4 = Ff = q(ﬁ fFA

Fx — Y L Fy
Remark 1.2.29. A fibration morphism F is a 1-cell in Cat? such that F
preserves cartesian arrows. Moreover it is straightforward that the composition
in Cat? of fibration morphisms it is still a fibration morphism, and that the
identity also is a fibration morphism.

Definition 1.2.30. The 2-category Fib is the 2-full sub-2-category of Cat?
on fibrations and fibration morphisms, i.e. it has fibrations as 0-cells, fibration
morphisms as 1-cells and it is full on 2-cells.

Remark 1.2.31. The two constructions examined in Proposition 1.2.20 and
Proposition 1.2.22 extend to a bi-equivalence of categories between Fib and the
2-category of pseudo-functors from a 2-discrete 2-category to Cat.

Fibrations have nice closure properties. For example they are closed under
composition and under pullbacks in Cat.
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Definition 1.2.32. Let F:C — B and p:’E — B be functors. Then the
pullback in Cat of these functors is shown in the following diagram:

CxE—Z€E
p,F
gl I
C—F— B
We say that the fibration F*p is obtained from p by change of base along
F.
Lemma 1.2.33. An arrow f = (f1, f2) in C x E is cartesian (w.r.t. F*p) iff
p,F

fo is cartesian.

Proof. Let us first assume that fo is cartesian. Fix (f1, f2): (X, 4) — (Y, B).
Then let (g1,92): (Z,C) — (Y, B) and hy: Z — X such that g; = f1 o hy.

(Z,0) (91,92)
(X 4) — B (v, B)

4 g1
hll \
x— N8y

Clearly an arrow that makes the diagram above commute and being over
the diagram below needs to have h; as first component.

By cartesianity of fs, there exist a unique ho: C' — A such that go = fo 0 hg
and phe = Fhy. Then the arrow (hy, h2): (Z,C) — (X, A) satisfies the existence
required for the cartesianity of (fi, f2). The uniqueness is a consequence of the
uniqueness of hs.

Conversely, let us assume the cartesianity of (f1, f2). By cartesianity there
exists a unique (idx, h): (X, (pf1)*B) — (X, A) over the identity on X. Further-
more, using the first implication one has that also (f1, (pf1)?) is cartesian, so
by cartesianity there exists a unique (idx,u): (X, A) — (X, (pf1)*B). Further-
more, these are each other inverses by universality of cartesian arrows. Thus u
and h are each other inverses; the cartesianity of fo follows straightforwardly.

(X, (pf1)*B) (f1.(pf)®)
! T
(idx,h) i :' (idXN

(X,A) ——— (¥, B)

(f1,f2)
X
f1
idxl >idx
X f1 Y

19



O

Proposition 1.2.34. Let F: C — B be a functor and p: E — B a fibration.
Then F*p is a fibration, i.e. the change of base along F preserve fibrations.
Furthermore, the square is a fibration morphism F*p — p.

Proof. Tt follows easily by Lemma 1.2.33. Notice that a cartesian lifting of
f: X =Y at (Y, B) is given by (f, (Ff)P). O

1.3 Fibred products and terminal objects

Fibrations with finite fibred products are very important since they allow us to
define the completions we are going to introduce in Section 2.2 and in Section 3.3:
the former applies to fibrations with finite fibred products, while the latter relies
on them in its very definition.

Definition 1.3.1. Let p: E — B be a fibration. We say that p has finite fibred
products if, given a finite product [] A; in the fiber over Y, a cartesian lifting
g:B = [[A4; of f: X =Y and a family g;: B; — A; of cartesian arrows over f,
one has that the family of vertical arrows u;: B — B; determined by cartesianity
is a product diagram in the fiber over X.

B—2 LJlA

!
!
v

x —1 .y
We can give an equivalent definition using a universal property of fibred
products.

Definition 1.3.2. Let p:E — B be a fibration. We say that p has fibred
terminal objects, or fibred 0-ary products, if for any X in the base there exist
an object Tx with the following universal property: for any arrow f:Y — X
and object A over Y there exist a unique arrow u: A --+ T'x over f.

Example 1.3.3. Consider the fibration cod of Example 1.2.7. A terminal object
in the fiber over X is given by idx.

Remark 1.3.4. It is easy to see that p has fibred terminal objects if and only
if it has a right adjoint right inverse functor TP. The objects in the image of
the functor are the fibred terminal objects, and the unique arrows given by the
universal property are the transposes of the arrow in the base category.

Remark 1.3.5. Given p: E — B be a fibration with fibred terminal objects
functor T, one has that T is full and faithful. This is true since T is a right
adjoint and a right inverse.

Definition 1.3.6. Let p: £ — B be a fibration. We say that p has fibred binary
products if for any X in the base and A, B over X there exist an object A A B
over X and two vertical arrows pr : AA B — A and prg: AA B — B with the
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following universal property: for any arrow f:Y — X and any pair of arrows
g:D — A and h: D — B over f, there exists a unique arrow u: D — A A B over
f such that the following diagram commutes.

g lu h

~

A+«—ANB —— B
Pra Prp

Clearly one can generalize this to arbitrary finite products.

Definition 1.3.7. The category FPFib is the 2-full sub-2-category of Fib
whose O-cells are fibrations with finite fibred products and 1-cells are all the
morphisms in Fib that preserve fibred products, i.e. that map fibred finite
product diagrams in finite fibred product diagrams.

Remark 1.3.8. Since they are determined by a universal property, fibred prod-
ucts are unique up to a unique isomorphism. In particular, this implies that
properties such as commutativity and associativity hold, up to a unique iso.

Remark 1.3.9. Let F: p — ¢ be a morphism in FPFib, with p: £ — B, and A,
B be objects in ‘£ on the same fiber. Then we get the arrow v4 p: F(AA B) —
(FA A FB) defined by the universal property of fibred products. It is easy to
see that 4, p is an isomorphism, since F' preserves fibred finite products. So a
morphism in FPFib preserves a choice of fibred products up to a unique iso.

Example 1.3.10. Consider the fibration in Example 1.2.10 given by a theory.
A terminal object over a context I' is just the pair (I', T). A fibred binary
product of (T, A) and (T, B) is given by (I', A A B). So this fibration has finite
fibred products.

Example 1.3.11. Consider the fibration Mod — Ring of Example 1.2.4. This
has finite fibred products: a fibred terminal object over a ring R is given by
(R,0), and a binary fibred products of (R, M) and (R, N) is given by (R, M®N).

Example 1.3.12. Let B be a category with finite products x. We define the
category s(‘B): its objects are pairs (I, X) of objects of B. A morphism (I, X) —
(J,Y) is a pair of arrows (u, f) in B such that w: I — J and f: I x X — Y. The
composition of morphisms (v, g) o (u, f) is given by (vowu,go (uomy, f)).

(uomr, f)
—_—

IxX Jxy —9% 7

The identity on (I, X) is given by (id;, mx ). Then we define the functor sg:s(B) —
B as the first projection on both objects and arrows. This is called the simple
fibration (see [8]) on B. It is immediate to see that this is a fibration with finite
fibred products: a fibred product of (I, X) and (I,Y) is given by (I, X x Y),
and the fibred terminal object consists of the pair (I, T) where T is the terminal
object of B.

Example 1.3.13. Consider the fibration KC: Real — Set of Example 1.2.25.
A fibred terminal object over X is given by a maximum in R(X). It is not
hard to see that the function ey: X — P(N) whose value is constantly N is
such object. Moreover, given s,t € R(X), one can consider a bijective recursive
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function f:N x N — N whose inverse f~! is recursive. A fibred product of
s and t is given by the function s A t: X — P(N) defined by (s A t)(z) =
{n € N|f~1(n) € (s(x) x t(z))}. Let r: X — P(N) be such that » < s and
r < t together with ¢ and v satisfying the < condition for s and ¢ respectively.
Then we can define a partial recursive function v by setting v := f o (¢, ¥).
It is straightforward to verify that » < s At using . Moreover, we have that
sAt < s (and analogously s At < t): it can be shown using the partial recursive
function 7 o f~1 (respectively, m o f~1).

f f

/f\‘

-1
N
g

N

N x N

fx N y«bl})y‘
NS

So K has finite fibred products.

N
10

N

Proposition 1.3.14. Let p: E — B be a fibration with finite fibred products,
and F: C — B be a functor. Then the pullback F*p is again a fibration with
finite fibred products. Furthermore, the induced 1-cell in Fib extends to a 1-cell
in FPFib.

Proof. We saw in Proposition 1.2.34 that it is a fibration. A fibred terminal
object over X is given by (X, TFX) and a fibred product of (X, A) and (X, B)
is given by (X, A A B). Moreover, it is straightforward that the projection on
the second component preserves finite fibred products. O

1.4 Fibred product completion

In this section we give the completion for finite fibred product for a fibration.
We will use it to define the completion for comprehension in the sense of Jacobs
in Section 3.3.

Notation. Given a natural number n, we denote with n the set {i € N|1 <4 <
Definition 1.4.1. Let p: ‘E —>? be a fibration. WS define a category FFP(p)
by setting as objects pairs (X, A) _With X 6_’13 and A a ﬁnite~list of objects in ‘E
over X, and as morphisms f: (X, A) — (Y, B) triples (|f, f, f) with: [f[: X =Y
an arrow in B, f:m — n a function, where m is the length of B and n is the
length of A, and ]7: {fi}tiem a family of arrows in E such that fi: A — B;.

The composition go f is given by setting |(go f)| := |g|o|f|, then (go f) :=

fog and finally (?g?) i= {giofy(i) }i- The identity is given by setting |id(X,g)| =

idx, then id y ) :=idy and finally id ) := {id 4, }ien.

We now want to show that this construction yields free finite fibred products
for an arbitrary fibration.
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Proposition 1.4.2. The first projection ffp(p): FFP(p) — B is an object in
FPFib.

Proof. Tt is obviously a functor. Let f: X — Y be an arrow in B and (Y, é) an
object in FFP(p) over Y. For each i € m, let f; be a cartesian lifting of f that
ends in B; with respect to p. Then a cartesian lifting g of f is given by:

lgl = f;
g = idp;
g ={fitiem-

Furthermore, it has finite fibred products: the terminal object in a fiber
is given by the empty list, and binary products in a fiber are given by the
concatenation of the lists. It is straightforward to verify that these satisfy the

universal property required.
O

This construction can be extended to a 2-functor ffp: Fib — FPFib which
is left bi-adjoint to the inclusion 2-functor. The action on 1-arrows is described
as follows: given a morphism (1-cell) F in Fib and given f: (X, A) — (X', B) in
FFP(p) one has ﬂg(?) := F and fp(F)(f): (FX,FA) — (FX',FB) defined
by Bo(F) (/) = (F11, £, {F (F)iiew). -

Now, for a 2-cell a one defines ffp(a) in the following way: fip(a) := @ and
ﬁ'p(a)(Xﬁ) = (Qy,1dp, {@4, }icn)- It is easy to verify that fip is a 2-functor,
so that preserves identities and composition of both 1-cells and 2-cells. We are
going to show that this construction is the completion for finite fibred products
of a fibration.

Let us now define two pseudo-natural transformations that will be respec-
tively the unit and the counit of the free-forgetful adjunction corresponding to
the finite fibred products construction.

Definition 1.4.3. Let p: £ — B be a fibration. We define the fibration mor-
phism n,,:p — ffp(p) as the square
M
£ —" FFP(p)
Pl |

where 7, := Idg, and 77, sends an object A to (pA, A) (and it acts obviously
on arrows). 7 is the family of i, as p varies in Fib.

Definition 1.4.4. Let p: E — ‘B be a fibration with finite fibred products,
together with a choice of fibred product functor P. We define the fibration
morphism €,: ffp(p) — p as the square
FFP(p) —"
J?P(p)l P

where €, := Idg and €, := P. € is family of €, as p varies in FPFib.
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Theorem 1.4.5. 1 and € can be extended to pseudo-natural transformations
that are respectively unit and counit for a bi-adjunction. Hence ffp is left-
biadjoint to the inclusion 2-functor FPFib — Fib. Moreover the unit is strictly
natural.

Proof. By Proposition 1.1.20 we have to check triangular identities and pseudo-
naturality of m and e. It is an easy exercise to check the pseudo-naturality
(also, that m is strictly natural) and the triangular identities (that are strict as
well). O
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Chapter 2

Lawvere comprehensions

Lawvere’s notion of comprehension arises to generalize the comprehension schema
from axiomatic set theory (see [11]). In particular this can be expressed by a
comprehension structure on the fibration associated to the powerset doctrine.
Consider the contravariant powerset functor P:Set°® — Set. Applying the
Grothendieck construction to the pseudo-functor P: Disc(Set°?) — Cat yields
a fibration Pr: Pred — Set. The total category is the category of predicates:
objects are pairs (X,I) where I C X is a subset of X. Thanks to the axiom
schema of comprehension (also known as separation) a predicate ¢(z), with x
a free variable for ¢, corresponds to a subset I C X of X. This enables us
to turn the predicate (X, I) into the set I together with the inclusion I — X.
This action is clearly functorial, by definition of the Grothendieck construction.
Furthermore, one can also assign a predicate to a set X by considering the for-
mula T, thus obtaining (X, X) as its comprehension. Also this is functorial. It
is not hard to see that these functors are adjoint. Lawvere comprehension is a
generalization in fibred category theory of this structure.

In this chapter our aim is to define fibrations with Lawvere comprehension,
providing some relevant examples. A particular case are faithful fibrations with
Lawvere comprehension, for which we will give a characterization in terms of
some properties involving monicity and epicity of a specific family of arrows
in Theorem 2.1.10. Afterwards we will then look at the 2-dimensional level
by defining the 2-category of fibrations with Lawvere comprehension (Defini-
tion 2.1.12). In the end we will present the main result of the chapter, namely
the free fibration with Lawvere comprehensions (Theorem 2.2.14).

2.1 Fibrations with Lawvere comprehension

In this section we present the definition of fibrations with Lawvere comprehen-
sion and the characterization of faithfulness.

Definition 2.1.1 ([11] and [4, Def. 5]). A fibration with Lawvere comprehension
is a fibration p: E — B together with two functors T?: B — £ and CP: E — B
such that T? is a terminal object functor (or equivalently TP is right adjoint
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and right inverse to p) and CP is right adjoint to T?.

E
P #T"H cP
B

For simplicity we will omit the fibration index whenever it will be clear from
the context.

Example 2.1.2. Consider the fibration cod of Example 1.2.7. It has Lawvere
comprehension: the terminal object functor sends an object in the base to the
identity, as described in Example 1.3.3, while the comprehension functor is dom.
It is easy to see that the adjunctions cod - TP I dom hold.

Example 2.1.3. Consider the fibration P:§ — Set obtained by applying the
Grothendieck construction to the powerset functor P: Set®” — Cat (where we
consider the powerset of a set partially ordered by the inclusion relation C, and
we regard it as a category). Objects in § are pairs of a set X and a subset
S C X, and an arrow (X,S) — (Y,T) is a function f: X — Y such that
S C f~YT). First of all, this fibration has finite fibred products, given by the
intersection. Furthermore, it has Lawvere comprehension: the comprehension
functor C¥ is obtained by taking the second component of the pair, and on
an arrow f:(X,S) — (Y, T) it gives the restriction and corestriction of f to,
respectively, S and T'.

Proposition 2.1.4. Let p: E — B be a fibration with Lawvere comprehension,
and X an object in B. Then the arrow pep:CTX — X is invertible, with
inverse given by 1y .

Proof. Since T is full and faithful (see Remark 1.3.5), n is an iso (see [13]).
Using triangular identities can be shown that its inverse is given by per. O

Proposition 2.1.5. Let p: E — B be a faithful fibration with Lawvere compre-
hension, and A in E over X. Then the arrow pe ,: CA — pA is a mono.

Proof. Given f,g: X — CA in ‘B such that pe, o f = pe, o g, we consider the
transposes f#,g#: TX — A. They are equal to the composition, respectively,
e oT f and €, 0Tg by the definition of transposes through counit. These arrows
are over pe 4 o f = pe 4 0g, and by faithfulness they have to be equal. This proves
that pe 4 is a mono. O

Proposition 2.1.6. Let p: E — B be a fibration with Lawvere comprehension,
and A in ‘E. If p is faithful, then € is cartesian.

Proof. Consider a cartesian lifting g: A* — A of pe, at A. Then we get a
vertical arrow h: A* — TCA by the universal property of the terminal object.
We also get a vertical arrow u: TCA — A* by cartesianity. They are each
other’s inverses: h owu = idrca by unicity of vertical arrows into the terminal,
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and u o h = id 4+ by cartesianity again.

TCA
u '/ \‘ €
,‘J h/,

O

Definition 2.1.7. Let p: E — B be a fibration. An arrow f: A — B in E is
called locally epic if for any g, h: B — C such that pg = ph and go f = ho f
one has h = g.

Definition 2.1.8. Let p: £ — B be a fibration with Lawvere comprehension.
We say that a functor F:‘E — B is locally faithful if, for any f,9: A — B in
‘E such that pf = pg and F f = Fg, one has f = g.

It is immediate to see that if p is faithful, then every component of the counit
is locally epic, and also that the comprehension functor C is locally faithful. This
fact mirrors the equivalence between these concepts.

Proposition 2.1.9. Let p be a fibration with Lawvere comprehension. Then
every component of the counit is locally epic if and only if the comprehension
functor C is locally faithful.

These facts help us to give a characterization of faithful fibrations with
Lawvere comprehension.

Theorem 2.1.10. Let p be a fibration with Lawvere comprehension. Then p is
faithful if and only if the natural transformation pe is a mono and € is locally
epic.

Proof. We already showed that one implication holds (in Proposition 2.1.5 and
right after Definition 2.1.8). For the converse, let f,g:A — B be in £ and
suppose that pf = pg. Consider the naturality squares of f and g and their
image under p:

TCA —2 5 A

e Ay

TCB ———— B

cA—"24 4 x

oy

CB ———— ¥
B

By commutativity of the squares below, we have pezo0Cf = hope, = pegoCg.
Since peg is mono, we have Cf = Cg. Then their transposes are equal, so
eg o TCf = eg o TCg. This implies that in the upper squares the diagonal is
the same, so foe, = goey. Hence f = g, since €, is locally epic, proving the
faithfulness of p. O
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Now we are ready to study the 2-dimensional level by introducing the 2-
category of fibrations with Lawvere comprehension. We also introduce the 2-
category of fibrations with Lawvere comprehension and finite fibred products,
which will reveal to be essential to us.

Definition 2.1.11. Given p:E — B, ¢:‘E' — B’ fibrations with Lawvere
comprehension, a morphism of fibrations with Lawvere comprehensions (LC-
morphism for short) from p to ¢ is a fibration morphism F:p — ¢ such that
the natural isomorphism 6: F o T? = T9 o F determined as the mate of i Fop is
invertible and its inverse’s mate (6~1)#: Fo(CP = C%0F is again invertible.
Furthermore, given LC-morphisms F:p — ¢ and G:q — s together with
the natural isomorphisms 8: F o TP = T%0 F and o: G o T¢ = T% o G, their
composition is given by G o F together with the natural iso (o F) o (G6).

AR N
TPT 9\>TT‘7 XTT
B—s B —— B
F G
A LC-morphism is simply a fibration morphism that preserves fibred ter-
minal and comprehensions up to iso. They are closed under composition since

the mate of the inverse of (O’ﬁ ) o (GO) is again invertible, as a consequence of
Proposition 1.1.7.

Definition 2.1.12. We define the 2-category LComp by declaring:
0-cells: fibrations with Lawvere comprehension;

1 and 2-cells: given p, ¢ fibrations with Lawvere comprehension, LComp(p, q)
is the full subcategory of Fib(p, ¢) on LC-morphisms.

Remark 2.1.13. Let ¢: F — G be a 2-cell in LComp. Then o o TP =
T9¢o6 and (071)# 0 pCP = C¢o (§~1)# as a consequence of Proposition 1.1.8.
Diagrammatically, the following squares of natural transformations commute:

= ) = —= (0" H* ~

FTP — TIF CIF <—= FC(CP
$Tpﬂ ﬂT%? c%ﬂ ﬂ%cp

GTP — Tqé CiG 5?)# @CP

Definition 2.1.14. The 2-category FPLComp is the 2-full sub-2-category
of LComp on fibrations with finite fibred products and the morphisms that
preserve them.

Remark 2.1.15. Since every fibration with Lawvere comprehension has fibred
terminal objects, requiring fibred finite products is equivalent to requiring just
binary fibred products.

Proposition 2.1.16. Let p: E — B be a fibration with Lawvere comprehension
and binary fibred products, and A, B be objects in ‘E over X. Then the arrow
DPEsnp 1S the diagonal of the pullback of pe 4 and peg.
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Proof. First of all, pe g = pey 0 C(pry) = peg o C(prg) by functoriality of p
and naturality of € applied to the diagram

T™CB —=2 B

TCprBT TprB

TC(AAB) 225 AAB

TCprAl JPYA

TCA€4A>A

Then, using the properties of the adjunction T - C, one gets the universal
property of the pullback: given two arrows f:Y — CA and ¢:Y — CB such
that pe 4, o f = peg o g, we take the transposes of f and g and the unique arrow
u: TY — A A B that they induce on the fibred product. Then the transpose of
u is the unique arrow that makes the pullback diagram to commute.

O

2.2 The free fibration with Lawvere comprehen-
sion

Consider the following commutative square of 2-functors:

FPLComp ZZ2% FPFib

UFPCJ lUFP

LComp —— Fib
Urc

where the functors involved forget either the comprehension or the finite fibred
product structure. In this section we describe a left biadjoint of U ppo (The-
orem 2.2.14), providing the free fibration with Lawvere comprehension with
fibred products over a fibration with fibred products. Unfortunately, we need
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finite fibred products to create the completion, unlike in Chapter 3 for compre-
hension categories. Finding the completion for Lawvere comprehension without
assuming finite fibred products may be a starting point for further research.

Definition 2.2.1. Let p: E — B be a fibration with finite fibred products.
The category ‘EP has objects given by pairs (A, B) of objects in the same fiber,
and arrows (A, B) — (C, D) given by pairs (f,g) of arrows in £ making the
following diagram commute:

ANB 25 CAD

PTAJ/ J{Prc

AﬁC

The functor p: EP — ‘E is the first projection on both objects and arrows.

Remark 2.2.2. There is a functor I: £ — E? which sends a pair (A, B) to
the first fibred projection pr: AA B — A and an arrow (f, g): (A, B) — (C, D)
to the corresponding arrow (f,g):pry — pro. This functor is clearly full and
faithful, by definition of arrows in EP. The fibration p is then equal to the
composition codol. Notice that I is not necessarily a subcategory since it is
not necessarily injective on objects.

Lemma 2.2.3. The functor p is a fibration.

Proof. A cartesian lifting of f: A — B at (B, C) is determined by the following
diagram:

C
()¢ —2—

where the dashed arrow is given by the universal property of the fibred product
and cartesian liftings are taken w.r.t. p. This is clearly a lifting of f. To prove
cartesianity we consider an arrow g: (D, E) — (B,C) and an arrow s: D — A
such that g = f o s. Then we consider the diagram

C
L e —— o

D _ A ; B
pg
Z ps X pf Y




where the arrow u over ps is given by cartesianity of (pf)¢ and h is given by
the universal property of the fibred product. It is clear that the arrow (h,s) is
the only one satisfying the universal property required for the cartesianity. [

Lemma 2.2.4. The fibration p has finite fibred products.

Proof. First of all we show that it has fibred terminal objects. Let A be an
object in E. Then the pair (A4, TPpA), where T? is the fibred terminal object
functor of p, is clearly a fibred terminal object over A. Indeed, the universal
arrow (A, B) — (A, TPpA) is (ida,ida A u), where u: B — TPpA is the unique
vertical arrow with respect to p. These objects determine a fibred terminal
object functor T?: E — ‘EP, where TP A = (A, TPpA).

Now let (4, B),(A,C) be objects in EP. Their fibred product is the pair
(A, B AC): there are vertical arrows (A, BAC) — (A,B) and (A,BAC) —
(A, C) whose second components are respectively the compositions AA(BAC) =
(AAB)ANC - AANBand AN(BAC)Z (ANC)ANB — ANC. O

Definition 2.2.5. The functor C?: E? — E maps objects (A, B) into A A B,
and acts on arrows (f,g) as the second projection.

Now we want to show that there is an adjunction T? 4 CP to prove that p
is indeed an object in FPLComp.

Given A in E over X and (A4, B) in EP, set na := praamex: ANTPX — A
and €(4,5) 1= (Pr4, Pranp)

(AAB)ATPX 2228 A A B

prA/\BJ/ iprA

Proposition 2.2.6. In the previous setting, the adjunction TP 4 CP holds. In
particular, the fibration p has Lawvere comprehension.

Proof. Let us start by showing that 1 and e defined above are respectively
the unit and the counit of an adjunction, namely, they are natural and the
triangular identities hold. The naturality of both is trivial. Triangular identities
are verified since T? is clearly right inverse to C? and also the latter maps the
counit to an iso. O

We can see that this construction extends to a 2-functor Ap:FPFib —
FPLComp.

Definition 2.2.7. Let F:p — ¢ be a morphism in FPFib. We can define a
LC-morphism F:p — ¢ by setting F:=F, F@,B) = (FA,FB) and Ff =
ye,p o (Ff)o ,),X,IB’ where v4 g: F(AA B) — (FA) A (FB) is the isomorphism

given by Remark 1.3.9. Moreover we define the natural iso 0:FoTP = Tio F:\
by setting 6, = (id% 4,id5 4 A Ox), where A is over X and 6: F o TP = T90 F
is the natural iso preserving fibred terminal objects. It is invertible since both
its components are.

__ Finally, given a 2-cell a: F' = G, we define a 2-cell &l = G by setting
&:=aand da,p) = (€A A ap,aa).
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It is straightforward to verify that these data combine to give a 2-functor
Ap:FPFib — FPLComp.

Now we want to show that this construction is free: in particular, the functor
Ar is left bi-adjoint to the forgetful 2-functor U prc: FPLComp — FPFib.

Definition 2.2.8. Let p be a fibration with finite fibred products together with
the terminal object functor T?. We define n,, in the following way: 7, := T?,
and 7, sends an object A over X in the pair (TP X, A), and an arrow f: A — B

into the pair (T?(pf), T?(pf) A f).

T, g
L b
QTE

Furthermore, given a morphism F:p — ¢ in FPFib together with the nat-
ural isomorphism 6: T9 0o F' = F o TP, we define by setting 77 := 0 and
Nra = (Ox,1dg,).

Lemma 2.2.9. n,:p — p is a morphism in FPFib.

Proof. We only need to show that 7, preserves finite fibred products. It does
by the definition of fibred products of p given in the proof of Lemma 2.2.4. [

Proposition 2.2.10. n:Idppriy = (UrLc © AL) is a pseudo-natural transfor-
mation.

Proof. By Definition 1.1.16 we only need to show that given F,G:p — ¢ mor-
phisms in FPFib and a 2-cell 8: F = G one has (Uprc o AL)B*Np = ng * B.
By definition of the 2-category FPFib it is enough to check the equalities
(UrrcoApL)Bxnp =nc+8 and (Uppc o AL)B*Tp = Mg+ 3. These are easy
to show. O

Definition 2.2.11. Let p: € — ‘B be a fibration together with the Lawvere
comprehension functor CP and a fixed cleavage. We define €, in the following
way: first, we set €, := CP. Then, given an object (A4, B) in EP we consider
the projection of the counit indexed by the first component, pes, and we set
€,(A, B) := (pea)*B; given a morphism g: (4, B) — (A, B"), we set €,9 to be
the arrow defined in the following diagram:
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TCA AAB
[
- - - B
AANB —25 A AB (pea)*B 24, B AANB
T e
A—7F— 4 (pea) B T4, pr
pea

o s

OA/ TN) pA/

where we used the universal properties of the fibred product A’ A B’ and the
cartesianity of (peas)? .

rr =, F

| I»

Z?Q

P

Furthermore, given a morphism F:p — ¢ together with the natural isomor-
phism a:C? o F' = F o CP obtained as the mate of the inverse of 6: F' o T? =
TY o F, we define er by setting €7 := o and €F(A,B) = YAB© BPEZ’ where
Bper 5 (F((pely)*B)) — (Fpe?)*F B is an instance of the arrow defined in Re-
mark 1.2.28, and y4,p is the only arrow determined by cartesianity in the dia-
gram

_ P ~ _
F((pety)*B) -4 (Fpeh )*FB

CTFA ——— FpA=qFA
g%

Proposition 2.2.12. €,:p = p is a LC-morphism.

Proof. First of all it is a fibration morphism: €, is a functor since it is defined
using a universal property, and p o €, = €, o p by construction.

Now consider A in E over X. Since reindexing preserves terminals we have
that the canonical arrow ¢: €, TP A — TPCPA is invertible.

It is not hard to see that the mate of ¢! is invertible again. O
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Proposition 2.2.13. e: (A oUprc) = Idpcomp is a pseudo-natural transfor-
mation.

Proof. By Definition 1.1.16 we only need to show that, given a 2-cell A\: FF — G,
one has A xep = €g * (AL o Uprc)A. By definition of LComp it is enough to
check the equalities X*EE =eg*(ALoUprc)Xand Ax€r = €g+x(ArL o Upro)A.
These are easy to show. O

To show that this are indeed unit and counit of a bi-adjunction, one still
needs to show triangular identities.

Theorem 2.2.14. The 2-functor Ap, is left bi-adjoint to the forgetful 2-functor
UrLc.

Proof. Let p be a fibration with finite fibred products and consider the diagram

idgp

where, whenever A is an object in E over X, A is the unique vertical iso
NpTX AA = Aand ¢, gy = (N, Ny A dgh), with 05: B — (idx)*B the
unique arrow defined in Remark 1.2.18. It is only matter of tedious calculations
to check the naturality of A’ and (?, and then the naturality of A and ¢ as p
varies in FPFib.

Now let p be a fibration with Lawvere’s comprehension. Let € and n be
respectively counit and unit of the terminal-comprehension adjunction. Then
by Proposition 2.1.4 we have that per,, is a natural iso. This implies that also

the family o := {(perpa)?} of cartesian liftings of per,4 at A is a natural iso.

TpA
=
TCTpA N A
T /aff/’/ iid&
A—2 4B (perpa)*A —2— A B
L ;
TpA —— TpB (perpp)*B —2— B

Pe€TPA

CTpA ——— pTpA

o) |

CTpB ———— pTpB

PETpB
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Then we have the diagram

The two diagrams clearly express the triangular identities required for the
bi-adjunction, so using Proposition 2.2.10 and Proposition 2.2.13 we conclude
by Proposition 1.1.20 . O

Remark 2.2.15. Let p: £ — B be a faithful fibration with finite fibred prod-
ucts. Then p is faithful: given f: A — C in ‘E, we have that an arrow g: (4, B) —
(C,D) is mapped to f if and only if g = f and g: AN B — C A D is over pf.
By faithfulness of p, we conclude that there is at most one such g.

Proposition 2.2.16. Let p:E — B be a fibration with finite fibred products,
and F: C — B be a functor. Then the functor Ar applied to the pullback of p
and F is again a pullback.

Proof. We observed in Proposition 1.3.14 that the pullback of p and Fisa
1-cell F: F*p — p in FPFib. Given a category X together with two functors

S:X — EP and R: X — C x ‘E such that po S = F o (F*p), there is a unique
p, F

functor U: X — EF'P such that S = FoU and R = FA*p. Unicity is given by
commutativity requirements, and one verifies that the unique possible choice is
indeed a functor.

O

We just verified that the free construction we provided preserves change of
base.

Example 2.2.17. Let B be a category with finite products, and consider the
terminal fibration !g: B — 1 defined in Example 1.2.5. Since it has finite fibred
product we can apply the 2-functor Ay, to it, obtaining a fibration !;3: E's — B.
It is very easy to see that the fibration !;; is isomorphic (in FPLComp) to the
simple fibration sg:s(B) — B defined in Example 1.3.12.
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Remark 2.2.18. Example 2.2.17 can be generalized: given any fibration with
finite fibred products p: € — ‘B, one can consider the completion p: EP — ‘E
and an object X in B. The fiber over X is isomorphic to the pullback of p and
the constant functor X:1 — B.

fx‘—)f

lr

|
1(T>Q3

By Proposition 2.2.16 applying the 2-functor Ar to this 1-cell yields a pullback.
Its left leg ! is isomorphic to the simple fibration s¢, on Ex. So it appears how
the completion acts fiberwise as the simple fibration construction.

E e EP

1| L

fx‘—)f

Example 2.2.19. Let B be a category with finite products, and consider the
fibration dom defined in Example 1.2.6. This has finite fibred products: a fibred
terminal object over X is given by the unique arrow X — T and a fibred product
of f1 X - Y and g: X — Z is given by (f,¢): X — Y x Z. So we can apply the
Lawvere completion Ay, to it to get a fibration dom: Edom — B2 with Lawvere
comprehension. The objects in the total category are pairs of arrows (f, g) with
the same domain f: X — Y and g: X — Z. An arrow (f,g) — (f',¢') is a triple
of arrows (h,t, s) making the following diagram commute:

<fvg> Y/XZ/

A

The comprehension of a pair (f, g) is then their pairing (f,g): X - Y x Z.

Example 2.2.20. Consider the fibration U: Mod — Ring of Example 1.2.4.
Applying the completion yields the fibration U: €YV — Mod. Objects in EV
are pairs (M, N) of modules over the same ring A. Vertical arrows (M, N) —
(M, K) correspond to A-module homomorphisms f: M &N — K. In particular,
given arrows f: M & N — K and g: M & K — P, their composition is given by
go(my@®f)M@®N — P.

(mar,f)

MoN MoK —2 5 p

Example 2.2.21. Consider the fibration K: Real — Set of Example 1.2.25. It
has finite fibred products, so we can apply Ay, to it getting a fibration K: EX —

36



Real. Objects in EX are pairs (a,b) of functions a,b: X — P(N). There is
a (unique) arrow (a,b) — (c¢,d) over g:a — ¢ if and only if a < co |g| and
aAb < dolg|. In particular for any morphism (a,b) — (c,d) we have the
existence of two partial recursive functions ¢,9:N — N such that for each
x € X the set a(x) is a subset of ¢~1[c(]g|(x))] and (a A b)(x) C = [d(|g|(x))].

4l gl

X ——Y X —Y
ai\g lc a/\bl\g d
P(N)pmflp(N) P(N)melp(N)
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Chapter 3

Jacobs comprehension

Jacobs introduces comprehension categories in [7] to study type dependencies
from a categorical point of view. Since a declaration of type can only come
together with a context, one sees that a natural way to think of types is as
fibred over contexts: from a type declaration I' F o: Type, one gets the context
I". Moreover, one would also like to be able to perform context extension, i.e.
to pass from a judgement of type I' - o: Type to the extended context ', z: 0.
Finally, one may also link these two with a projection I', x: 0 — I" which forgets
the new type o. All this structure is essentially captured in the definition of
comprehension category (Definition 3.1.1).

3.1 Comprehension categories: definition and
first properties

In this section we provide the definition of comprehension category, together
with examples, first of all the syntactic one coming from a dependent type
theory. In the end we also define the 2-category of comprehension categories
(Definition 3.1.5).

Definition 3.1.1 ([7, Def. 4.1]). A comprehension category is a fibration
p: E — B together with a functor y?: E — B2 such that codox? = p and that
xP preserves cartesian arrows, i.e. f cartesian in £ implies x? f is a pullback in
B. The functor x? is called comprehension functor.

£ X, B2
”l/i
B

For simplicity we will omit the fibration index whenever it will be clear from
the context.

A full comprehension category is a comprehension category p: £ — B
such that the comprehension functor x is full and faithful.

This terminology is strictly correlated to the fibration of types that we dis-
cussed in Example 1.2.9.
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Example 3.1.2. Consider the term model fibration defined in Example 1.2.9.
The functor x: E — B2 is described by x(I' - o:Type) := (I',x:0) — T, so
it sends a judgement of type in a context to the projection from the extended
context to the old one. Explicitly, it is the list of variables of I, that is a list of
terms in the extended context. With this definition we have a comprehension
category (see Example 1.2.9).

Let us notice that a section of x A is, by definition, a list of terms in context
T" such that its postcomposition with y A is the identity. So this list must consist
of all the variables from I, plus a term of type A (again in context I'). Hence
sections of x A correspond to terms of type A.

Furthermore, given a type A and a type B in context I', one can consider
the weakening of B in the extended context I', z: A, and the morphism over y A
whose second component is just the variable of type B. It is easy to check that
this morphism is cartesian.

A vertical arrow (I' F o: Type) — (I' b 7: Type) is a term N:7 in context
I',x:0. We call it a proof term since it represents a proof that 7 follows from o:
given any term of type o in context I', we can substitute it in the proof term
to get a term of type 7 in context I'. This operation is semantically represented
by the composition in the total category.

Guided by the syntactic example, we will often use the following terminology.
We will call types objects of the total category, and terms of type A the
sections of the comprehension y A of A. Then we will call proof terms vertical
arrows in ‘E, and a proof term is said global if its domain is terminal in the
fiber.

Moreover one can consider a cartesian lifting wyB:wj B — B of xA at B.
We call w) A the weakening of B along A.

Consider then the pullback xywaA. We call generic element of type A
the unique arrow g4 given by the universal property of the pullback on the pair
of identities idc 4.

idca
A wh A
Cwid —"22 5 CA
lchA JXA

Example 3.1.3. The fibration cod of Example 1.2.7, together with the identity
Idge, is trivially a full comprehension category. A generalization to this is given
by taking a family of arrows closed under pullback and considering the full
subcategory of B? on these arrows. A particular case of this is when the family
of arrows is the family of the monos. In this case the subcategory corresponds
to the category of subobjects of B.

Definition 3.1.4. Given two comprehension categories p: £ — B and ¢: E' —
B’, a morphism of comprehension categories from p to ¢ consists of a
fibration morphism F': p — ¢ together with a natural isomorphism a: (x?o F) =

(F2 o xP) such that cod a = 1 fop
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Given two morphisms of comprehension categories (F, a):p — ¢ and (G,
s, their composition is given by (G o F, 8 * ), where 8 x a = (G?a) o (3
the whiskering.

)iq —
is

8
F)

B2 F? @/2 G? @//2
AL A =~
X/ x? /) _ x°
£ £ 24 < £
pl %)d lq %)d ls cod
B _ B _ B
F G

So a morphism between comprehension categories is a fibration morphism
that preserves comprehensions up to (a specified) iso.

Definition 3.1.5. Let F,G:p — ¢ together with «, 8 be morphisms of com-
prehension categories. A 2-cell of comprehension categories (F,a) = (G, f) is
a 2-cell ¢: F = G in Fib such that y%¢oa™! = 71 o ¢?xP.

~F P2 ~F2

£ |5 E B? qu;ﬂ B ||z B

pl ?)[ lq xﬂ 704 Tx‘f xP e Tx"
/F,\J /FA\( g1

B s B £ s g E’
\é}l \a)( \éj(

We denote with JComp the 2-category of comprehension categories.

3.2 From Lawvere to Jacobs

In this section we exploit the differences between fibrations with Lawvere com-
prehension and comprehension categories. In particular, we show that every
fibration with Lawvere comprehension yields a comprehension category in The-
orem 3.2.1. Furthermore, we show that this assignation extends to a 2-functor
LJ:LComp — JComp, and we provide a characterization for its essential
image in Theorem 3.2.4. Afterwards, we also show in Example 3.2.9 that the
comprehension category structure over a fibration is not unique. In particular
we consider the family fibration of pointed sets, used by Jacobs as an example of
a comprehension category which has not Lawvere comprehension, and we equip
it with a comprehension structure that turns it into a fibration with Lawvere
comprehension.

Theorem 3.2.1 ([7, Def. 4.12]). Let p:’E — B be a fibration with Lawvere
comprehension. Then (p,xP) is a comprehension category, where xP: E — B2
is defined by xP(A) = pe’y, with €’ the counit of the comprehension-terminal
adjunction. Furthermore this assignation extends to a 2-functor LJ: LComp —
JComp.

Proof. Of course codox? = p. So we only need to verify that if f:A — B is
cartesian, then x f is a pullback in B. Consider a pair of arrows ¢g: Z — CB
and h: Z — X, where X = pA, such that yB o g = pf o h. The transpose
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egoTg:TZ — B of gis over xBog=pfoh,so by cartesianity of f there is a
unique s: TZ — A over h such that fos = egoTg. This yields a unique arrow
s#:7Z — CA by taking the transpose of s. Furthermore we have the following

Cfos* =C(fos)on, =ClegoTg)on, =g
xAos® =p(ey0oTCsoTry) =p(soepyoTny) =p(s)=h

For the first equation we used the characterization of transposes via unit and
counit, and for the second we used also the naturality of the counit on s.

TCTZ -2, TZ TCB

- -
25X

CA
Cfl lpf
CB 5 Y

Now, let F:p — q together with 6: F o T? = T9 o F be a 1-cell in LComp.
In order to show that F'is a morphism in JComp as well we only need to define
a natural isomorphism «a: (F2 o x?) = (x40 F) such that coda = ip,. Let A be
an object in £ over X and consider the square

~ oLt
TIFCPA —<24 FTPCPA

T‘I(Q*l)ﬁl lfeg

TICTFA — FA

Fa
It commutes by Proposition 1.1.6. Applying ¢ to this gives a commutative
square in B’ whose top side is the identity, since cod# = i, . Then we can
set ayg = ((9_1)ﬁ,idﬁx). It is a natural iso since both its components are
invertible.
~ id- ~
FerA ZEetg porg

(0‘1)% lﬁpfi

Finally its action on the 2-cells is given by the identity. In fact, by Re-
mark 2.1.13 one has that 2-cells of LComp preserve comprehensions and ter-
minals. It is not hard to see that they satisfy the coherence required. O

Remark 3.2.2. Let p:E — B be a fibration with Lawvere comprehension.
The square obtained by applying p to the naturality square of the counit is a
pullback in B, since xP preserves cartesian arrows.
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Remark 3.2.3. Let p: E — B be a fibration with Lawvere comprehension.
Then the terms of p corresponds bijectively to global proof terms via transpo-
sition. In fact, given A in £ over X and a section f: X — CA of yA:CA — X,
its transpose is f# =€, o Tf: TX — A. This is a global proof term since it is
vertical (f is a section) and it is from a terminal object.

f#

/\

TX —— TCA — A
Tf €A

idx

T

X —CA— X
f XA

Furthermore, if we transpose a global proof term ¢: TY — B, we get g# =
CG ony:Y — CB. Its postcomposition with xB is the identity: consider
the naturality square of the counit on g. Applying p to it yields the equality
xBoCg = xTY. We observed in Proposition 2.1.4 that the unit 1y is invertible,
and that its inverse is given by pepy = xTY, thus proving that g# is a section
of xB.

TCTY 25 TY

- Js

TCBTB

idy
Y o CTY TV

T

CB—>

Theorem 3.2.4. Let p: E — B be a comprehension category together with a
terminal object functor T. Then p can be extended to a fibration with Lawvere
comprehension if and only if the following conditions hold:

1. Given an object X in ‘B, there is a section sx: X — CTX of the compre-
hension xTX;

2. Given A over X and a section t: X — CA of the comprehension x A, there
exist a unique vertical arrow t#: TX — A such that Ct# o sx =t.

X
\mw
CTX TX
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Proof. One implication follows by Proposition 2.1.4 and Remark 3.2.3. For the
converse, suppose that the conditions hold. We want to show that there is an
adjunction C F T. We start by defining the natural transformation n: Idg — CT
whose components are the sections 1y := sx. Now we can define the counit
€: TC — Idg. First, fix a cleavage of p and consider the generic element of type
A, ga. It is by definition a section of the comprehension xw*% A, so by hypothesis
we get a unique vertical arrow gf:TCA — wj A such that CgflE 0Sx = gA.
Finally, we define € 4 :==w Ao gﬁ.

TCA
el | “

This definition does not depend on the particular choice of cleavage: by Re-
mark 1.2.18 there is a unique vertical iso between two different choices of a cleav-
age, and its mediation with the different reindexing functors does not change
the composition. Triangular identities are easy to show. For X in B, we have
that epy = TxTX. Then one has ey o Ty = idpx since ny is a section of
xTX. Instead, for A in E, we have that Ce, onc 4 = idca by definition of
€4- O

Corollary 3.2.5. Let p: E — B be a full comprehension category together with
a terminal object functor T such that the comprehension functor x preserves
fibred terminal objects. Then it can be extended to a fibration with Lawvere
comprehension.

Proof. We want to use the characterization given in Theorem 3.2.4. First, given
X in B the comprehension T X has a section: since x preserves fibred terminal
objects, xTX is fibred terminal with respect to cod. Then there exist a unique
vertical arrow idx — x X, that corresponds exactly to a section sx of yTX.

id X
X ==

=

SX

|
i dx
~

CTX W

< ¢

Secondly, given A over X and a section t: X — CA of the comprehension x A, we
know that (toxT X )osx = t. Furthermore, we have that x Ao(toxTX) = xTX,
so (toxTX,idx): xXTX — xA is a morphism in B%. Then there exist a unique
f:TX — A such that xf = (t o xTX,idx) since x is full and faithful. We
conclude by Theorem 3.2.4. O



Corollary 3.2.6. Consider the comprehension category given by a family of
arrows closed under pullback in B (see Example 3.1.3). If we moreover suppose
that the family contains the identities, then it can be extended to a fibration with
Lawvere comprehension.

Proof. This comprehension category satisfies the conditions of Corollary 3.2.5.
O

Example 3.2.7 ([8, Exs. 10.4.8]). Consider the category Set. of pointed sets
and the family fibration Famg,, :Fam(Set.) — Set described in Example 1.2.8.
This fibration, together with the functor y: Fam(Set, ) — Set” that maps (I, {X; }ic1)
to | J,c; Xi — I, is a comprehension category (see [8]). It also has a fibred ter-
minal object functor T, since Set, has a terminal object ({},*). We can see
that this fibration cannot be extended to a fibration with Lawvere comprehen-
sion: although the first condition of the characterization holds, the second is
not satisfied. Indeed, given a set I, one has that yTX is an isomorphism, so
it has a section. But given an object (I,{X;}icsr) in Fam(Set.) over I there is
a unique vertical arrow TX — (I,{X,};cr), while in general there are different
sections of | |;., X; — I.

Proposition 3.2.8. Let p: E — B be a fibration with fibred zero-object OP.
Then the triple (p,0P,p) is a fibration with Lawvere comprehension.

Proof. Since 07 is a fibred zero-object we have both p 4 0” and 0P 4 p. Further-
more 0P is a section of p. O

Example 3.2.9. Consider again the family fibration Famg, :Fam(Set.) —
Set. By Proposition 3.2.8 we have that the triple (Famg,; , T, Famg,, ) is a fibra-
tion with Lawvere comprehension. This example, together with Example 3.2.7
and Theorem 3.2.1, shows that it is possible to put different comprehension
structures over the same fibration. In particular in this example we get a com-
prehension category by applying LJ, while we showed that the comprehension
category in Example 3.2.7 is not in the essential image of LJ. This puts in
evidence one fundamental difference between Lawvere comprehension and Ja-
cobs comprehension: while there is at most one possible structure of Lawvere
comprehension (up to iso) over a fibration p, there are possibly many different
structures of Jacobs comprehension.

In Section 3.3 we will provide also an example of a comprehension category
in which the first condition of the characterization does not hold.

3.3 The free comprehension category over a fi-

bration
There is an obvious forgetful 2-functor U ;: JComp — Fib which forgets the
comprehension structure. Our aim is to provide a left bi-adjoint to this, in

order to build the free comprehension category over an arbitrary fibration (see
Theorem 3.3.28).

44



Consider the following pullback in Cat

EF — E

/| I
FFP(p) > B

By Proposition 1.2.34 p is a fibration. We will show that this yields the free
comprehension category over p.

-,

Remark 3.3.1. Objects in ‘EP are pairs ((X, A), A,,+1) with the first element
in FFP(p) (see Definition 1.4.1) and the second in E over X. The morphisms
in this category are pairs of arrows (f, g) such that pg = | f|. Furthermore, p is
the first projection.

Remark 3.3.2. As for the completion given in Chapter 2, this construction
preserves faithfulness: if p is a faithful fibration, then p is faithful again. It also
preserves fibrations with finite fibred products by Proposition 1.3.14. Moreover,
it preserves pullbacks: if we apply it to a 1-cell in Fib that is a pullback,
then the morphism between the free categories is a pullback again. This claim
follows easily from the following property of pullbacks (Exercise 3.1.viii in [13]):
consider a commutative rectangle

e —— e — @

N

e —— e —> o

whose right-hand square is a pullback. Then the left-hand square is a pullback
if and only if the composite rectangle is a pullback.

Notation. Let g:m — n be a function. We denote with g + 1 the function
g+1:m+1—n+1suchthat (g+1)[,, =gand (g +1)(m+1)=n+1.

Lemma 3.3.3. There is a functor xP: EP — FFP(p)? defined by the following
data:

-,

o It maps objects Y = ((X,A), Any1) into xPY: (X, (A, Anir)) — (X, A)
given by

|X1‘3Y|:idx, YPY =n<—n+1, iﬁ/:{idAi}ieﬂ.

e it maps arrows f:Y — Z, where f = (g,h) and Z = ((X'7§),Bm+1),
into the square

(X7 (A: An+1)) L (X/7 (év Bm+1))

XﬁYl lXﬁZ

-, —

(X,A) ————— (X', B)

where [T := (|g],g+1,gUh). Sometimes we will use the notation (g, f*)
for XP f, since the vertical sides of the square are clear by the context.
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Proof. Tt is easy to see that the following square commutes.

(X, (A, Any1)) 2 (X', (B, Boi1)

XﬁYl lXﬁZ

(X,A) ———— (X', B)

Furthermore given a pair of composable arrows f, f’ one has that f*o f'* =
(fo f))T and id} = idgom(yry). This implies that xP: EP — FFP(p)? is a
functor.

O

Proposition 3.3.4. Let p: E — B be a fibration. Then p together with xP: EP —
FFP(p)? is a comprehension category.

Proof. By construction cod ox? = p.

Now we only need to show that x? preserves cartesian arrows. Let f =
(f1, f2) be cartesian in EP. By Lemma 1.2.33 f5 is cartesian. Consider two
arrows g: (X, C) — (X, A) and h: (X", C) — (X', (B, Bypy1)) such that fyog =
XPZ o h.

Then one can define u: (X”,C) — (X, (4, An41)) as follows:

lul = |gl;

w:n + 1 — k defined by u(i) = g(¢) for i € n and u(n + 1) = h(m + 1);

u=gU(h)mt1-
Clearly u is the unique arrow that makes the diagram below to commute,
rendering x” f a pullback.

(x”.C)

In this category reindexing along comprehensions are very well-behaved.

-,

Remark 3.3.5. Let p: £ — B be a fibration, B be in E over X and ((X, A), An+1)
be in E?. Then the arrow (x?((X, A), An11),idp) is cartesian by Lemma 1.2.33.

One can show that p is the free comprehension category over an arbitrary
fibration p. In particular, one can extend this construction to a 2-functor
A j:Fib — JComp that is left bi-adjoint to the forgetful 2-functor U ;: JComp —
Fib.

Definition 3.3.6. Let F:p — p’ be a morphism in Fib. Define F = ffpF’ and

F as the unique arrow given by the universal property of the pullback defining
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9, since the compositions ffp(p') o Fop=p o F oma.

NOW consider a 2- cell o F — G in Fib. Thanks to Remark 1.1.11 we can

define & := ffpa and & as the unique 2-cell given by the universal property of
the 2-pullback.

Lemma 3.3.7. The assignations given in Definition 3.3.6 determine respec-
tively a morphism of comprehension categories F p— G and a 2-cell &: FaG.

Proof. Tt is easy to see that P preserves comprehensions strictly. In fact, let

F=1(g,h): (X, A), Api1) = (X', B), Bjy1) be an arrow in EP. Then xIoF(f)
is the following square:
0N

(FX,(FA FA,1)) —% (FX',(FB,FBpn41))

lXéEY X’iFZ
(Fx,FA) — "9 . (Fx' FB)
2 "
Instead, F' o xP(f) is the following:

~ L Bt
(FX,(FAFAn) 20

B
l;‘xﬁY llg’xﬁZ
(Fx,FA) — "9 . (Fx' FB)

First, X‘?FY = FXﬁY because every component is the same. Furthermore,

IE"( f)T = F(f*) again because every component is the same. This proves that

F together with the identity natural transformation iX%F is a morphism of
comprehension categories.

Moreover, it is easy to see also that &: ' — G is a 2-cell in Fib and that the
2
equality x9& = & xP holds, proving that it is a 2-cell in JComp. O
Remark 3.3.8. Explicitly, given f: (X, /Y) - (X, é) in FFP(p) one has
F(f):(FX,FA) - (FX' FB) given by:
[E(H)| = FIfI;

~

F(f)=F;
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—_—
~

F(f) = {F(Hi}icn
Moreover, given f = (9,h): (X, A), Any1) — (X', B), Bmy1) in ‘EP, one has
F(f) = (F(9), Fh): (FX,FA), FAu1) = (FX',FB), FBypa).

We are ready to see that A ;:Fib — JComp is a 2-functor. The only thing
we still need to show is that it well-behaves with the composition of 1-cells and
2-cells.

Proposition 3.3.9. In the previous setting, A j: Fib — JComp is a 2-functor.

Proof. In Lemma 3.3.7 we showed that maps 1-cells and 2-cells of Fib to 1-
cells and 2-cells of JComp, respectively. The fact that A;:Fib — JComp is
functorial (on both 1-cells and 2-cells) follows from the universal property of the
2-pullback. O

Example 3.3.10. Let p: E — B be a fibration, together with a fibred terminal
object functor T. Then its completion p is an example of comprehension cat-
egory with fibred terminal objects which does not satisfy the first condition of
Theorem 3.2.4. In fact, given (X, ()) in FFP(p) one has that YPT?(X, ()) does
not have sections, since there are no functions 0 — 1.

Example 3.3.11. Let B be a category, and consider the terminal fibration
of Example 1.2.5. We can apply the completion A; to it to get a fibration
g Els — FFP('3). Objects in FFP(13) are finite lists of objects of B. Arrows
A — E, where A has length n and B has length m, are pairs of a function
g:m — n and a family of morphisms {f;: Ag;)— B, }icm. In particular, objects
can be thought as formal finite products of objects in B, and arrows as mor-
phisms between the products in which each component factors through one
projection. The objects in the total category corresponds to finite non-empty
lists of objects of B, and arrows correspond to a morphism in FFP(!3) between
the lists without the last element, together with an arrow in ‘B between the last
elements. In this case we are considering objects as non-empty products and
arrows as before, with the condition that the last component of the morphism
factors through the last projection of the domain, and the other components
factor through projections different from the last one.

The difference with Lawvere completion is in the definition of arrows: in this
case we have that morphisms in the total category correspond to morphisms
between the products which do not use the last component, plus a morphism
between the last component. Instead, in Lawvere completion we can consider
arrows depending on a parameter, so we can use all the factors of the product in
the domain to go in the last component of the codomain product. In particular
to obtain Lawvere completion we have to consider more arrows than we do
for Jacobs completion. This reflects the fact that a fibration with Lawvere
comprehension carries the structure of a comprehension category, while the
converse is not always true.

3.3.1 Towards the bi-adjunction

Now we can begin to show that A ;: Fib — JComp and U j¢: JComp — Fib
are a bi-adjoint pair. The first step to do this is defining the unit and the counit
of the bi-adjunction.

48



Definition 3.3.12. Let p: £ — B be a fibration. We define a fibration mor-
phism n,:p — U j¢p by setting ,: B — FFP(p) as the fibred terminal object

functor THP(P) | and M, E — EP sending an object A to itself over its basis, i.e.
o ((pA,()),A). Its action on arrows is defined trivially.

ZLZP

pl lﬁ

B — FFP(p)

Now let F:p — ¢ be a fibration morphism. We define i as the identity 2-cell
In oF-

Remark 3.3.13. We could have defined 7, equivalently using the universal
property of the 2-pullback applied to THP®P) and Id¢. Furthermore, the 2-cell
1 is well defined, since ?[ZOﬁ = FonAp and 77, 0 F = FO?T;y

Proposition 3.3.14. 1 is a pseudo-natural transformation.

Proof. Let F:p — ¢ be a fibration morphism, and consider the diagram

f’ Ea

q _ =
M, F

bé —
)
3

s
)
{
3

ZI
h =
B

—> FFP(p)

It is easy to see that n, o F' = Fo 7,, which implies that np is an invertible
2-cell. Furthermore, the coherence axiom required for the pseudo-naturality is
automatically satisfied since np is the identical 2-cell. O

We are now going to define the counit € of the bi-adjunction. This is delicate
since we define the functors involved by induction on the length of the list on
which they apply.

Definition 3.3.15. Let x: E — B? be a comprehension category, and fix a
cleavage of p = codoy. First, given an object (X, ff) with length n we define
a family of arrows (and their domains) c%:eAp(X,/T[k) — X for any k < n by
induction on k:

k=0: ¢) =idx: X — X;

k+1: Let Aj,, be the reindexing of Ak+1 along ck, in particular, let
ip41: Af 1 — Apy1 be cartesian over ¢f. Then ¢ | = ¢} o x4}, ;.

Then one can define ci: &,(X, A],) — &,(X, AY;) for i < k by induction on k —i:

49



k-i=0: cﬁ = id(X,/ﬁk);

k-i+1: c};l =xAjo c};.

Let us notice that the second definition coincide with the first one if i = 0.
Moreover, one has that arrows cj, well-behave under composition in the following
sense.

Lemma 3.3.16. For any i < k < j the composition c}lC o cg? s equal to c;

Proof. Tt is easy to see by induction. O

-,

Intuitively, the object €,(X, A) is given by taking the reindexing of A; along
the identity, then the reindexing of A, along the comprehension of (the reindex-
ing of) Ay, and so on until we get to the domain of the comprehension of (the
reindexing of) A,.

-,

Lemma 3.3.17. Consider an arrow f:(X,A) — (X', B). We define € f by
induction on the length of B:

-,

m=0: €f = |flo:€(X,4) » X';

m+1: Consider the square Xi,, in B: this is a pullback by the second property of
comprehension categories. Then consider the diagram

c%(m-H) @(Xagri(erl))
f(m+1)—1
/ J/i(mﬁ»l)
€(X, A) dom xAf(m1) @(X»fﬁf(mH)A)

N dom-X(f)mJAJ/ \
~A

é (X', (B, Bpy1)) — dom -xBy i1
J/XB:(TL+1 XBm,+1l lf‘
0

—

&X' B) — = X'

with h = (x*((X', B), Byt1) o f) and €,f is the unique arrow given by the
universal property of the pullback. One just need to show that ¢, o éh =
|floc in each step.

Proof. By induction on m, it suffices to show that ¢, o €,f = |f|oc?, since this
would imply that % o €,h = |f] o c? in the inductive step.

m=0: % o€, f =|f|oc by definition;
m+1: by inductive hypothesis one has that ¢, 0 €,h = |h| 0. Clearly |f| = |h|,
so one can define €,f by the universal property of the pullback. Since
XB}, 11 = ¢y, one has that
Spr0&f =& 0gh=Hod = |flod)

proving the claim.
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O

The definition of €, is clearly functorial, so we have a functor €,: FFP(p) —

B.

-,

Definition 3.3.18. Let Y = ((X, A), A,,41) be in EP. We define €,(Y) as the
reindexing of A, along . Given also Z = (X', B), Bm4+1) and an arrow
f=1(9,h):Y — X, we define €,f as the unique arrow given by cartesianity of
the cartesian lifting of 2, at B, 1 over €,9.

GY — Api

€& f i lh

€7 —— B

0
1 Cn

E(X,A) —= 5 X

G| Jm

é&(X',B) ——— X'

Cm

Proposition 3.3.19. The pair of functors €, = (€,,€,) defined above is a
fibration morphism €p:p — p.

Proof. We only need to show that €, maps cartesian arrows to cartesian ar-
rows. So consider a cartesian arrow (f,g): (X, A), Any1) = (Y, B), Bps1)-
By Lemma 1.2.33 we have that g: A,,11 — By,+1 is cartesian (over |f|). Given
then h:€,((X, A), Ant1) = Apy1 and k: (Y, B), Bjy1) — By the carte-
sian liftings of, respectively, ¢2 and ¢?,, we have that €, f is given by cartesianity
of k. Then 2, o€,f = |f| oY is cartesian by Lemma 1.2.11, and we conclude
that €, f is cartesian by Lemma 1.2.12. O

We are now about to show that €, is a morphism between comprehension
categories. In particular, we will define the natural isomorphism a: (@,2 ox?) =
(x? 0€,) of Definition 3.1.4 to be the identity 2-cell. To do so, we need to show
that the diagram below commutes.

fp€—7p>£

ok

FFP(p)* — B

p

-,

Remark 3.3.20. Given an arrow f = (g,h):Y = (X, A),Apt1) = Z =
((X/,B)’Bm+1)7 one has x€,(f): x4 1 — xB;, 1, 50 it is the square

dom -xh*
* *
dom-xAy  , —= dom-xB} .,

XA:L+1J/ J{XB:rwl

Q,(X,E) T GAp(X/7§)
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Analogously, eAI,QXZ3 (f) is the square

~ v (X art - ,
(X, (A, Ant1)) —— (X', (B, Bm+1))

E\X’SY\L &exPz

E(X,A) ——— (X', B)

€9

Now we only need to prove that €,x?Y = xA;, 41 and that dom -xh* = €,f™.
These will be shown in the following lemmas.

Lemma 3.3.21. Let Y = (X, A), Apy1) in EP. Then éxPY = cpyr-

Proof. By induction on n.

n=0:

n+1:

By definition, €,x?Y = |xPY|o 0, = );

Let Z = ((X,Z[n),A,L+1). By inductive hypothesis €,x?Z = cnyq- By
definition €,x?Y is the only arrow defined by the universal property of

the pullback
nts ep (X, A
/ b

dom - XAnJrl (X, Al)

iddom ‘XAn+1 \ J/
X

€ (X, A) — dom -y Ap41

i
J{XA7L+1 XAn_Hl /
0

where h = x?Z o xPY. So éh = €,xPZ o ,xPY = ', o xPY. Since
XAy 1 = cnyq one has that cZi% makes the left triangle commute. It
clearly makes also the right triangle to commute since the arrows are the
same, so by the universal property of the pullback we have that eApXﬁY =

n+1
Cpi2-

O

Lemma 3.3.22. Let f = (g,h): (X, A), Aps1) — (X', B), Bmy1) be an arrow

in ‘EP.

Then dom-xh* = €,f+.
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Proof.

An+1))

/ X,
n
“n41

é;J(Xv (A: An+1)) dom - XA7L+1

R d0m~xh
T

Ep(Xla (B7B7n+1)) — dom - XBm—i-l

lXB:n-H XBm+1J
0

&X' B) —— 5 X/

><<—:><<T:Ll

(X Zof*)

Since dom -xh* makes the right triangle to commute, we only need to show that
&(XPZo fT) = xB;, ;10 (dom-xh*). But one has €,(x?Zo f*) = €,(gox?Y) =
€p(9) o XAy 1 = xBj, 1 o (dom-xh*), where the first and the third equalities
hold by commutativity of the two diagrams in Remark 3.3.20. Then by the
universal property of the pullback one has that €,f* = dom -xh*. O

Proposition 3.3.23. The fibration morphism €, together with the identity 2-
cell, is a morphism in JComp.

Proof. 1t is enough to show (é},2 ox?) = (x? o€,). This is a straightforward
consequence of Remark 3.3.20, Lemma 3.3.21 and Lemma 3.3.22. O

Definition 3.3.24. Let F:p — ¢ together with a: (ﬁ2 ox?) = (x40 F) be a
morphism in JComp, and ((X, ff), Ap41) an object in EP, and fix a cleavage of
p and g, respectively. We define simultaneously (€r) (X.A) and (€r) (X, A), A1)
by induction on the length n of A Forl<k< n, consider the families of
cartesian arrows iy: A} — Ay over ¢ | and ji: (FAg)* — FA, cartesian over
dY_,, where we denote with d} the maps defined in Definition 3.3.15 w.r.t. q.

For n = 0, we set (€r)(x,()) := idpy and (€7)((x,()),4,) as the unique vertical
arrow obtained by cartesianity. Notice that (€7)((x,()),4,) is over (€r)(x,()-
The latter is trivially invertible. The former is invertible since F preserves
cartesianity.

FA;

| Fiy

EF)(X.0) Apy)
~+

(FAy)* — FA;

~ id ~ ~
FXxX —— 5 FX

Anir) oty where 1 Fcr =

CY9F is the whiskering dom a. It is iso since it is comp031t10n of two invertible
morphisms ((G)(( X,Al.),Any) 1S is0 by inductive hypothesis). Then we set

For n+1, we set (ep)(X i) = = (1 (€F)((XA

(G)(( X, A),A, ) 8 the unique arrow over (EE)( x, ) 8iven by cartesianity. Again,
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this is invertible because F' preserves cartesian arrows.

Pl

S ! Fipyo
(EF)((XqAA)YAn+2) | \
~

(FAnt2)" —— FAnia

FCPA%: .,

CqFArH_l (EE)(X,E) FX

S— 0
Cq(ﬁF)((x,gm,Anﬂ)\* /M'

ce (FArwl)*

Let us show that the downside diagram commutes, allowing us to use carte-
sianity. By Lemma 3.3.16 and using the definition of ¢};,,, we know that
o xPAL,, = ., and analogously d) o X{(FAp41)* = d%,,. Further-
more, we have xTF A}y oYas, = FXPA} ., since it is a component of «,
and x?(FA;  1)o Cq(g)((x,ﬁr"),AnH) = (E;)(X,Xr") o x1FA; | since itAis im-
age of (€r)((x i} ), A,y under x?. Finally, we have d% o (EE)(X Ay = Fcd by
inductive hypothesis. These equalities let us conclude that the diagram below
commutes.

X(IFA:L-H

5o A* XPAL L ~ p 4% Yar A
FCPA}, +—— FCPA; | ——— CIFA}

(ahxﬁml \ﬁcg lﬁC?m lcq(ﬁ)«xmm,ze\wn
CUFAL) ——— FX ¢——— C1(FAn1)*

XQ(FAnJrl)*
Proposition 3.3.25. € is a pseudo-natural transformation.

Proof. Let (F,G):p — g together with a: (ﬁ2 ox?) = (x?0 F) be a morphism
in JComp, and consider the following diagram:

Ed K 24
q = a
EP l i E q
P S g
p /E*TT (q) P w
P
FFP(p) — B
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We have that ep is an invertible 2-cell by construction. With tedious calcula-
tions can be shown that the coherence axiom required for the pseudo-naturality
is satisfied. O

Proposition 3.3.26. Let p: E — B together with xP: E — B? be a comprehen-
sion category, and consider the diagram

Tds
m
‘E - ‘EP = ‘E
p ! J{f) p

where &, = i1, and @, := 0, with 6:1dg = id" the natural isomorphism of
Remark 1.2.18. Then a: (AjoU jo) = Idjcomp is an invertible modification.

Proof. First, we need to show that €, o 1’7; = Idg. This is just a straightforward
consequence of the definitions of 1/); and the base case of €,.

Afterwards, it is enough to show that 6=1:€, o n, = ldg, since 51 is
trivially invertible. But this is again obvious by their definition: €,m,4 =

&((pA4, (), A) = (§)" A = id{, 4)A.
Finally, we need to show the naturality of o with respect to the 1-cells. [

Proposition 3.3.27. Let p: E — B be a fibration, and consider the diagram

Idep

=
gp T, EgE %

b b

FFP(p) —— FFP(p) — FFP(p)

W

Idgrp p)2

where (3, :=idp. Then B is an invertible modification.

Proof. We only need to show that €; o n,, = id;. This is a straightforward
consequence of the definition of  and € and of Remark 3.3.5.
O

Theorem 3.3.28. The 2-functor Ay is left bi-adjoint to the 2-functor U j¢.

Proof. Tt is straightforward using Proposition 1.1.20, the pseudo-naturality of
unit and counit proved in Proposition 3.3.14 and Proposition 3.3.25 and the
triangular identities proved in Proposition 3.3.26 and Proposition 3.3.27. O
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Conclusions

Our work was mainly focused on building the completions for, respectively,
Lawvere and Jacobs comprehension. In Section 3.3 we achieved the result for
an arbitrary fibration. Instead, in Section 2.2 we achieved it only with the
further assumption of finite fibred products in the fibration.

Furthermore in Section 3.2 we gave a characterization of the comprehension
categories that are in the essential image of LJ.

The diagram below recaps the actual situation.

AL

L~
FPLComp ———— FPFib
Urrc

Urpc Urp | ﬁ'p

LComp — 7% Fib

Uj,c
LJ

Ng

JComp

This thesis leaves some interesting questions that we did not investigate. For
example one may try to build a left bi-adjoint to the forgetful 2-functors U ;¢
and LJ.

Another direction could be studying the monadicity of the constructions we
provided. If this was the case one could answer the question “Is every fibration
with Lawvere comprehension (resp. comprehension category) a quotient of a
free one?”. Consequently, one may also want investigate distributive laws that
may occur between our completions and other free constructions for fibrations.
Such distributive laws enable us to lift the completions to 2-categories with
more structure than ours: if for example A; and fip satisfied a distributive law,
then we would have automatically a completion for finite fibred products that
preserves Jacobs comprehensions.
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