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Abstract

Integrating social robotics in educational settings revolutionises how
children learn, engage, and interact within classrooms, especially in
culturally diverse environments. Robots in schools are no longer just
technological tools; they are interactive companions that support the
development of language skills, cognitive abilities, and emotional in-
telligence. By interacting with children through multilingual com-
munication, cultural sensitivity, and dynamic responses, robots cre-
ate inclusive and engaging learning experiences that cater to diverse
learning needs. Their role extends beyond traditional teaching meth-
ods by fostering active participation, social inclusion, and personalised
learning, which proves more effective than passive digital devices like
tablets. In intercultural pedagogy, social robots serve as cultural me-
diators, helping students from various backgrounds connect, share,
and learn from one another. Their ability to engage with children in
multiple languages and introduce them to different cultural traditions,
games, and stories enhances cultural awareness and social integration.
This strengthens linguistic and cognitive development and promotes
empathy and mutual respect among students. Robots actively partic-
ipate in symbolic games and discussions on cultural heritage and offer
personalised feedback, fostering curiosity, creativity, and collabora-
tion within diverse classrooms. The significance of social robotics in
education lies in its potential to transform learning environments into
inclusive, interactive, and culturally responsive spaces. Robots play
a critical role in supporting holistic development by addressing both
academic and social dimensions of learning. Their ability to facili-
tate linguistic and intercultural learning underscores the importance
of incorporating robotics into modern educational practices, offering
children a more equitable, inclusive, and enriching educational expe-
rience, regardless of their cultural or linguistic backgrounds.
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Chapter 1

Introduction

1.1 General Context

In today’s increasingly interconnected world, educational institutions must adapt
to diverse cultural, linguistic, and social landscapes. Schools now host students
from various backgrounds, bringing unique perspectives and learning needs (1).
Creating cohesive educational experiences that cater to these diverse populations
has become a critical challenge in such environments. Intercultural pedagogy, a
teaching approach that fosters understanding, respect, and collaboration among
students from different cultural backgrounds, has emerged as a vital strategy
for addressing these challenges (2). Therefore, by focusing on inclusivity and
equitable learning opportunities, intercultural pedagogy ensures that students
from all backgrounds can succeed, regardless of language barriers or cultural
differences.

In recent years, technology has been increasingly incorporated into education
to address the complexities of multicultural classrooms. One such technologi-
cal innovation is social robotics, which offers promising potential for enhancing
intercultural learning experiences. These robots can interact meaningfully with
children in educational settings, facilitating an immersive learning environment
that supports the practice of language skills, cultural exchange, and group ac-
tivities (3). The interactive nature of these robots allows for a more dynamic
learning experience, particularly in the context of intercultural education. For
example, robots can be programmed to engage with students in multiple lan-
guages, bridging the gap for students who may not fluently speak the language
of instruction (4). Moreover, social robots can simulate social interactions and
act as cultural mediators, introducing students to different cultural traditions,
customs, and perspectives in an engaging and non-threatening way.

This study explores the role of social robots in supporting intercultural ped-
agogy, focusing on how robots can foster cultural awareness, linguistic devel-
opment, and social inclusion among students (5). Through the examination of
three specific scenarios in which robots interact with children in educational en-
vironments, the study highlights the transformative potential of social robotics in
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creating more inclusive and engaging learning experiences. It aims to contribute
to the increasing social robotics into educational practices, particularly within
the framework of intercultural pedagogy (6). One of the key advantages of using
social robots in intercultural pedagogy is their ability to foster cultural aware-
ness playfully and interactively (7). In diverse classrooms, where students may
come from various cultural backgrounds, social robots can introduce concepts of
cultural diversity through interactive storytelling, games, and role-playing. For
instance, a robot could engage students in activities exploring cultural customs or
celebrating worldwide festivals (8). By participating in these activities, students
learn about different cultures and develop a deeper appreciation for the richness
of cultural diversity. Such engagement is crucial for building intercultural compe-
tence, which is understanding and navigating cultural differences with sensitivity
and respect.

In addition to promoting cultural awareness, social robots also play a vital
role in supporting linguistic development. Language is often a significant barrier
for students from different cultural backgrounds, particularly in schools where the
language of instruction differs from their native language (9). Social robots can
be programmed to interact with students in multiple languages, allowing them
to practice their language skills in a supportive and non-judgmental environment
(10). This can be particularly beneficial for students learning a second language
or needing additional support in developing their language proficiency. More-
over, by engaging in conversations with the robots, students can build confidence
in using a new language, enhancing their overall academic performance and so-
cial integration. One of the challenges of intercultural pedagogy is ensuring that
students from diverse backgrounds feel included and valued in the learning pro-
cess (11). Social robots can interact with students personally and help create a
more inclusive classroom environment. For example, a robot can facilitate group
activities that encourage collaboration among students from different cultural
backgrounds, fostering teamwork and mutual understanding (12). By acting as
a neutral and non-threatening facilitator, the robot can help break down social
barriers and create a more cohesive classroom dynamic (13).

Moreover, social robots can be designed to address specific challenges that
arise in diverse educational settings. For example, in scenarios where cultural
misunderstandings or conflicts may occur, a robot could act as a mediator, help-
ing students navigate these situations by encouraging open dialogue and mutual
respect (14). This capability is significant in multicultural classrooms, where stu-
dents may need support resolving cultural differences and building positive peer
relationships. This way, social robots create a learning environment where all
students feel supported, respected, and included. This shows that integrating
social robotics into intercultural pedagogy represents a significant step forward
in addressing the challenges of educating diverse student populations. By foster-
ing cultural awareness, supporting linguistic development, and promoting social
inclusion, social robots can transform how intercultural education is delivered.
As schools become diverse, innovative technologies such as social robotics will
play an increasingly important role in ensuring that all students have access to
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equitable and inclusive learning experiences. This study will further explore these
possibilities by examining specific scenarios in which social robots interact with
children in culturally diverse classrooms, shedding light on the potential of social
robotics to enhance intercultural pedagogy in the 21st century.

1.2 Importance of Intercultural Pedagogy

Intercultural pedagogy is an educational approach designed to recognise and har-
ness the richness of cultural diversity within the classroom (15). Intercultural
pedagogy aims to develop an environment where students are exposed to various
cultural perspectives and encouraged to reflect on their own cultural identities
critically (16). This reflective process is crucial for developing mutual respect,
empathy, and student collaboration, which is essential for creating cohesive and
inclusive learning environments. In contemporary classrooms, which are increas-
ingly multicultural, the need for intercultural pedagogy has never been more
evident (17). With global migration, demographic changes, and the movement of
people across borders, classrooms are filled with students from various cultural,
ethnic, and linguistic backgrounds (18). While this diversity offers significant
opportunities for enriching the educational experience, it also presents challenges
that educators must navigate carefully. Students from immigrant, refugee, or mi-
nority backgrounds often encounter barriers to full participation in the classroom,
ranging from linguistic difficulties to cultural misunderstandings (19). These chal-
lenges can contribute to feelings of alienation, social exclusion, or discrimination,
negatively impacting academic engagement and performance.

Intercultural pedagogy responds to these challenges by equipping students
with the skills and understanding necessary to navigate cultural differences (20).
This approach goes beyond simply teaching about other cultures; it aims to cre-
ate a classroom culture that values diversity as an asset. By promoting critical
reflection on personal and collective cultural identities, intercultural pedagogy
encourages students to appreciate the uniqueness and commonality of human ex-
periences across different cultural contexts (21). This pedagogy seeks to break
down stereotypes, challenge preconceived notions, and nurture a deep sense of
empathy and respect among students, preparing them to interact successfully in
increasingly multicultural societies (22). A key aspect of intercultural pedagogy
is its emphasis on inclusivity. Rather than marginalising students who may differ
from the dominant cultural norms, this approach strives to include and celebrate
their contributions (23). It is particularly relevant in addressing the needs of
students who may feel excluded from the mainstream educational experience due
to linguistic or cultural barriers. Intercultural pedagogy ensures that all stu-
dents feel valued and recognised regardless of their background (24). Educators
can create an environment where students from all backgrounds can thrive by
incorporating diverse cultural perspectives into the curriculum and encouraging
cross-cultural dialogue.

One of the most important objectives of intercultural pedagogy is the devel-
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opment of cross-cultural communication skills (25). These skills are increasingly
necessary in a world where individuals must navigate interactions with people
from various cultural backgrounds, both personally and professionally (26). In
the classroom, cross-cultural communication skills help students engage in mean-
ingful dialogue with their peers, work collaboratively on group projects, and
participate in discussions that include multiple cultural perspectives (22). These
interactions enrich the educational experience and prepare students for life be-
yond the classroom, equipping them with the skills they will need to succeed in a
globalised world. However, as societies become more diverse, educators are called
to address the specific challenges students from different cultural backgrounds
face.

In many cases, students from minority or immigrant backgrounds struggle
to adapt to the cultural norms of their new educational environment. For in-
stance, linguistic barriers may prevent students from fully participating in class-
room discussions or understanding the curriculum (20). Cultural differences in
communication styles, learning preferences, or social behaviour may also create
misunderstandings between students, teachers, or peers (23). These challenges
can lead to feelings of isolation and alienation, further exacerbating educational
inequalities. Intercultural pedagogy provides a framework for addressing these is-
sues by promoting inclusive teaching practices. It encourages educators to adopt
teaching strategies acknowledging and accommodating cultural differences (15).
For example, teachers may incorporate bilingual education programs or cultur-
ally responsive teaching materials that reflect the diverse backgrounds of their
students (26). By doing so, they create a more inclusive curriculum that not only
supports the academic success of minority and immigrant students but also raises
a deeper understanding of cultural diversity among all students. In addition to
supporting students from diverse cultural backgrounds, intercultural pedagogy is
critical in promoting social cohesion within the classroom (25). In many multi-
cultural classrooms, students from different cultural groups may form separate
social circles, leading to segregation within the classroom. This segregation can
prevent students from engaging with peers from different backgrounds and hin-
der the development of cross-cultural understanding (20). Intercultural pedagogy
addresses this issue by encouraging activities that promote collaboration and in-
teraction between students from different cultural groups. For example, group
projects or class discussions that require students to work together on tasks that
explore cultural differences can help break down social barriers.

Technology, specifically social robotics, has emerged as a promising tool in
supporting intercultural pedagogy (17). Social robots are designed to engage
with humans in social contexts and are equipped with features such as speech
recognition, facial expressions, and culturally adaptable behaviours (16). These
robots can play a significant role in enhancing intercultural learning by interacting
with students in multiple languages, presenting culturally relevant content, and
encouraging collaboration among diverse groups of students. As a result, social
robots have the potential to support the development of cross-cultural commu-
nication skills and promote social inclusion in the classroom (18). One of the
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key benefits of using social robots in intercultural pedagogy is their ability to
provide personalised and adaptive learning experiences (19). Unlike traditional
teaching tools, social robots can interact with students one-on-one, adapting their
responses based on each student’s cultural background, language proficiency, and
learning needs (21). For instance, a robot could switch between languages depend-
ing on the student’s needs, offering explanations or instructions in the student’s
native language to facilitate understanding. This personalised approach can be
particularly beneficial for students who may struggle with linguistic barriers or
need additional language development support. Furthermore, social robots can
serve as cultural mediators, introducing students to new cultural perspectives
and encouraging them to reflect on their cultural identities (24).By facilitating
group activities that require teamwork and cross-cultural communication, robots
can help create an inclusive classroom environment where all students feel val-
ued and respected (26). These interactions not only support academic learning
but also contribute to students’ social and emotional development, helping them
build relationships across cultural lines.

1.3 Objectives of the Study

1. To facilitate linguistic development and cultural awareness through multi-
lingual engagement with songs, visuals, and greetings.

2. To promote cultural exploration and dialogue through symbolic games and
discussions of food traditions.

3. To encourage cultural exchange and reflection using imagined worlds and
symbolic objects for a playful learning experience.

1.4 Structure of the Thesis

The thesis begins with an Introduction outlining the general context of multicul-
tural inclusivity in education, discussing migratory phenomena, and highlighting
the importance of intercultural pedagogy. The State of the Art reviews cur-
rent use of robots in schools, with a focus on their application in intercultural
pedagogy. The Methodology details the development process of Android-based
applications, their integration with the Buddy robot using the Buddy SDK, and
the design of key components, including robot movement, multilingual speech,
and the use of the robot’s tablet for images and videos. The Experiment section
describes the implementation of three scenarios (Multilingual Engagement, Cul-
tural Exploration, and Cultural Exchange) using the developed apps. Finally, the
Conclusions summarize the study’s findings, discussing the implications of social
robots in enhancing multicultural inclusivity and proposing directions for future
research.



Chapter 2
State of the Art

This chapter reviews the current state of social robotics in education, particu-
larly in primary and early childhood settings. It examines how social robots have
transformed traditional teaching into more student-centered, interactive experi-
ences. The chapter discusses their role in individualized learning, collaboration,
and language acquisition, contrasting these benefits with potential limitations,
such as reduced human interaction and emotional sensitivity. Additionally, it
explores the application of social robots in fostering intercultural awareness and
inclusivity. The chapter concludes by highlighting relevant projects and ethi-
cal considerations in using robots within multicultural classrooms, providing a
critical foundation for understanding their impact on modern education.

2.1 Robots in Education
2.1.1 The Role of Social Robots in Education

Introducing social robots in educational settings has revolutionised traditional
learning modes, shifting from teacher-centred approaches to more student-centred,
interactive learning environments (27). Traditionally, the role of the teacher was
dominant, and students were often passive recipients of information. However,
with the advent of social robots, learning has become more dynamic, with robots
facilitating educational activities that span language acquisition, cognitive devel-
opment, and social skills (28). This shift has been particularly beneficial in early
childhood and primary education, where the need for engagement and tailored
learning approaches is high. Social robots can provide students a more engaging
and stimulating environment through advanced capabilities, such as facial recog-
nition, voice interaction, and question-answering abilities (29). (30) has shown
that the presence of robots in classrooms can profoundly impact student engage-
ment and motivation. For instance, studies suggest students are more likely to
participate and remain focused when learning through robots due to their novelty
and interactive features.

One of the primary advantages of social robots in education is their ability
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to facilitate individualised learning (31). This is particularly beneficial when stu-
dents have different learning styles, paces, or special needs. For example, some
students may benefit from visual or auditory stimuli, while others might require
a more hands-on or kinesthetic approach (32). (33) showed that robots are espe-
cially effective in supporting students with learning difficulties, providing them
with tailored educational activities that reinforce their cognitive and social de-
velopment. In addition to their adaptability, social robots play a crucial role in
fostering collaboration and communication among students (34). Collaborative
learning, where students work together to achieve shared educational goals, is es-
sential to early childhood development (35). Robots can facilitate group activities
and encourage students to communicate with each other, enhancing their social
skills and teamwork abilities. The interactive nature of robots enables them to
mediate between students, guide discussions, and ensure that all participants are
actively engaged in the learning process (36). This improves students’ academic
outcomes and helps them develop essential life skills, such as problem-solving,
critical thinking, and interpersonal communication.

Social robots are particularly effective in language acquisition, a crucial com-
ponent of early childhood education (37). (11) has demonstrated that children
who interact with robots as part of their language learning curriculum improve
vocabulary, pronunciation, and overall language proficiency. In such environ-
ments, robots can facilitate language learning by offering consistent, patient, and
personalised instruction, ensuring no student is left behind. The importance
of social robots in enhancing engagement and motivation cannot be overstated.
Robots provide an effective means of capturing and maintaining interest in early
childhood and primary education, where attention spans are short, and students
require constant stimulation. (38) demonstrated that students are more likely
to remain engaged when interacting with robots, partly due to the novelty of
the technology and partly due to the interactive learning experience they pro-
vide. Robots encourage students to actively participate in the learning process
through games, quizzes, or problem-solving activities. This engagement is essen-
tial for promoting deeper learning and retention of information.

2.1.2 Robots in Language Learning

The integration of social robots into educational settings has shown significant
promise, particularly in the area of language learning. Language acquisition, a
critical aspect of early childhood education, requires tools and methods that cater
to young learners’ diverse cognitive and developmental needs (27). Social robots
engage learners through multimodal approaches that combine auditory, visual,
and kinesthetic elements (39). (35) This is crucial in early childhood, where young
learners benefit from varied stimuli that reinforce learning. (40) demonstrated
that children interacting with robots substantially improved vocabulary retention
and sentence formation. This suggests that robots capture attention and enhance
learning effectiveness by presenting information in ways that appeal to multiple
senses. This multimodal experience is key to the cognitive development of young
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children in a critical language acquisition period.

The adaptability of social robots also plays a pivotal role in personalised
education. In traditional classroom settings, the pace of language instruction
may sometimes be aligned with the varying learning speeds of individual stu-
dents (41). However, social robots can adjust their teaching approach based on
a learner’s proficiency level. This ensures that each student receives a person-
alised learning experience catering to their needs. For instance, robots can slow
the pace of instruction for beginners or switch to more advanced content for
more proficient learners, providing tailored feedback and encouragement. (42)
this adaptive learning significantly improves engagement and retention among
young learners, as the material remains challenging yet accessible. The capabil-
ity of social robots to teach multiple languages makes them particularly valuable
in multicultural and multilingual classrooms (43). In an increasingly globalised
world, classrooms often consist of students from diverse linguistic backgrounds,
and traditional language learning methods may struggle to accommodate these
variations. Social robots, however, are equipped with multilingual functions, al-
lowing them to switch between languages based on the student’s background
(44).

In the context of second-language learning, social robots have shown remark-
able potential. Learning a second language can be challenging, particularly for
young learners who may simultaneously develop proficiency in their first language.
However, robots can assist by offering consistent practice in first and second lan-
guages. In multicultural classrooms, robots can be programmed to teach the
primary curriculum in one language while offering supplementary lessons in the
student’s native tongues. This dual-language capability ensures that students
do not fall behind in their education while learning a new language. A practi-
cal example of this is illustrated in the code provided in Scenario 1, where the
robot greets children in their native language, creating an environment of in-
clusivity. This interaction highlights how robots can adapt to diverse classroom
settings, promoting language learning and cultural sensitivity. In multilingual
environments, such as those found in many urban schools, the ability of robots to
bridge language gaps is invaluable (40). They ensure that no student is left be-
hind, regardless of their linguistic background, and contribute to a more equitable
learning experience for all.

Additionally, social robots provide an avenue for practising conversational
skills, a crucial component of language learning. Unlike static language-learning
tools such as textbooks or pre-recorded lessons, social robots can engage in real-
time conversations with students (39). These interactions can simulate natural
language use, allowing students to practice speaking and listening dynamically
and interactively (27). Real-time conversation practice is especially beneficial in
developing oral language skills, which are often more challenging to cultivate in
traditional classroom settings (44). The immediate feedback provided by robots
helps students refine their pronunciation, grammar, and conversational fluency,
contributing to a more profound mastery of the language. Moreover, robots offer
a non-judgmental platform for students to practice their language skills. In many
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cases, students learning a second language may feel anxious or self-conscious
about making mistakes in front of their peers or teachers. Social robots provide a
safe space where students can practice without fear of embarrassment or criticism.
This aspect of social robots can be beneficial in promoting language learning
among shy or introverted students, who may otherwise struggle to participate in
traditional classroom discussions. Despite the many advantages of using robots
for language learning, it is essential to acknowledge potential challenges. (40) a
technical robot’s ability to process and respond accurately to various dialects or
accents can delay communication. Additionally, there is a risk that over-reliance
on robots may detract from human interaction, which remains a fundamental
component of language acquisition (35). However, when integrated thoughtfully
into the broader educational framework, social robots can complement traditional
teaching methods, enhancing language learning in previously unattainable ways.

2.1.3 Social Robots and Special Needs Education

Social robots have demonstrated significant potential in supporting the educa-
tional needs of students with special needs, particularly those with autism spec-
trum disorders (ASD) and other learning disabilities (37). These students often
face challenges in traditional educational settings where verbal and written com-
munication are predominant teaching methods. Such conventional methods may
not be conducive to their learning styles, creating a need for alternative pedagog-
ical tools that can cater to their specific needs (45). Social robots offer a solution
by providing a non-threatening, interactive, and engaging way for these children
to interact with educational content. The ability of robots to deliver person-
alised learning experiences, repeat tasks without fatigue, and provide immediate
feedback makes them particularly suitable for students who benefit from a more
individualised approach to education. (46) underscores the effectiveness of social
robots in improving social communication skills among children with ASD. (47)
note that one of the core challenges children with ASD face is difficulty in inter-
preting social cues, such as facial expressions, tone of voice, and body language.
With their programmable features, social robots can be designed to use exagger-
ated facial expressions and body movements, making it easier for children with
ASD to recognise and understand these cues (48). Furthermore, robots can en-
gage in repetitive interactions without showing signs of frustration or impatience,
offering a consistent learning experience that aligns with the needs of children
requiring additional time and support to master social and communication skills.

In language learning, social robots have proven to be highly beneficial (49).
For children with ASD, who often struggle with verbal communication, social
robots can serve as both language models and conversational partners (50).
Robots can help students practice vocabulary, sentence formation, and conver-
sational turn-taking through structured interactions. For example, in Scenario 3
(Code 1), the robot actively engages children by asking them to describe objects
they are playing with. This prompts the children to not only use descriptive
language but also to participate in an interactive dialogue. Such engagement is
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crucial in helping children with special needs improve their language and com-
munication abilities, which are often areas of difficulty for those with ASD (51).
Moreover, social robots can raise shared activities, allowing children with special
needs to develop collaborative skills in a structured, predictable environment.
This is particularly important for students with ASD, who may find it challeng-
ing to engage in unstructured or spontaneous social interactions. Social robots,
therefore, provide a controlled environment in which these students can prac-
tice social interactions in a repetitive, consistent manner, helping to build their
confidence and competence over time.

Social robots’ visual and auditory capabilities further enhance their effective-
ness in supporting students with learning disabilities. Many children with ASD,
for instance, benefit from visual learning aids, as they often find it easier to
process visual information than verbal instructions (52). Social robots can be
programmed to incorporate visual elements such as pictures, symbols, or ani-
mations into their lessons, making the learning experience more accessible and
engaging for students who struggle with verbal communication. Additionally, the
robots’ ability to use auditory prompts and responses enables them to cater to
students with varying learning preferences, ensuring a more inclusive approach
to education (53). In addition to their educational benefits, social robots play a
crucial role in reducing anxiety and creating a sense of comfort for students with
special needs (54). Traditional classroom settings can sometimes be overwhelm-
ing for these students, mainly when they must interact with unfamiliar adults
or peers. With their predictable and non-judgmental nature, social robots offer
a safe space for students to engage in learning activities without the pressure of
social scrutiny. This can significantly reduce anxiety levels in children with ASD,
who may otherwise experience stress in more traditional social interactions. An-
other critical aspect of social robots in special needs education is their ability
to adapt their behaviour based on individual student responses. Social robots
can track students’ progress in real-time, adjusting their teaching methods and
difficulty levels to match the student’s needs (55). This level of personalisation is
precious in special education, where students often require tailored learning ex-
periences that consider their unique strengths and challenges (56). By providing
individualised support, social robots can ensure that each student receives the
attention they need to succeed.

2.1.4 Effectiveness of Robots in Engaging Students

The effectiveness of robots in engaging students, particularly in early childhood
and primary education, has been widely documented. Young children are nat-
urally inquisitive and tend to be more willing to interact with novel technolo-
gies, making them ideal candidates for robot-assisted learning environments (57).
Robots provide an interactive and dynamic platform for presenting educational
content, thus transforming the traditional learning experience into a more engag-
ing and enjoyable. Their capacity to offer immediate feedback and adapt their
responses based on a student’s input allows robots to surpass conventional digital

10
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tools such as tablets regarding responsiveness and personalisation. This real-time
adaptability is critical in maintaining student engagement and improving learning
outcomes.

One of the key advantages of using robots in education is their ability to cre-
ate a more immersive and interactive learning environment (58). (59) (60) have
shown that children are likelier to remain engaged when interacting with robots,
as robots can simulate real-life situations and offer hands-on learning opportuni-
ties. For instance, in language learning, robots can serve as conversation partners,
providing students with a simulated social environment to practice their commu-
nication skills (61). This is particularly beneficial in early childhood education,
where language development is crucial to cognitive growth (62). In Scenario 2
(Code 2), the robot participates in symbolic games with the children, an excellent
example of how robots can foster creativity and cognitive development. During
these games, the robot asks questions about what the children are doing and
even pretends to eat or drink the food the children offer. This form of interaction
encourages symbolic play and fosters a sense of playfulness and imagination, both
of which are vital for early childhood cognitive development (13). By participat-
ing in the children’s play, the robot builds a rapport with the students, making
them feel more at ease and engaged in the learning process. (63) indicates that
children who feel emotionally connected to their learning tools are likelier to stay
engaged and retain information.

Additionally, robots can cater to the diverse learning needs of students by
offering personalised learning experiences. Many classrooms today are multicul-
tural and inclusive, requiring teaching tools that can address the varied needs
of students. Robots are particularly well-suited to this task, as they can adapt
their interactions based on a student’s learning style, pace, and preferences. For
instance, a robot could slow down its speech for students learning a second lan-
guage or use visual aids to assist children with learning disabilities (64). This
flexibility is significant in inclusive classrooms, where students may have varying
ability levels and need different support to succeed. The use of robots in engag-
ing students also extends to children with special needs, such as those with ASD.
(63) demonstrated that children with ASD often respond well to robot-assisted
learning, as robots offer a predictable and non-judgmental social partner, which
can help these children improve their social communication skills (56). In such
cases, robots serve as an effective tool for engaging students who might other-
wise struggle with traditional forms of education. The robot’s ability to repeat
instructions, provide consistent feedback, and adapt its behaviour based on the
child’s responses makes it an invaluable resource in special education settings
(64).

Traditional teaching methods often involve a one-size-fits-all approach, which
may not cater to the individual needs of each student. Robots, however, can
deliver personalised instruction tailored to the student’s specific learning needs.
This level of personalisation helps to enhance student engagement, as the content
is presented in a way that is both relevant and accessible to the learner (61).
Robots can also facilitate collaborative learning, where students work together
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with the robot to solve problems or complete tasks, promoting teamwork and
communication skills (57). In multicultural and inclusive educational settings,
robots can help foster a more equitable learning environment. For example,
robots can be programmed to greet students in their native language or provide
culturally relevant examples during lessons, making learning more accessible for
students from diverse backgrounds (58). This enhances student engagement and
promotes inclusivity by ensuring that all students feel represented and valued in
the classroom.

2.2 Robots for Intercultural Pedagogy

2.2.1 The Role of Robots in Fostering Cultural Awareness
and Inclusion

In an increasingly globalised world, the role of education extends beyond the
transmission of knowledge to the fostering of cultural awareness and inclusion
(65). With their advanced capabilities, social robots are emerging as valuable
tools for promoting intercultural pedagogy by acting as cultural mediators (27).
These robots possess the ability to interact with students from diverse back-
grounds, facilitate cultural exchange, and contribute to a more inclusive and
supportive learning environment (66). Social robots can be highly effective in
fostering cultural awareness due to their capacity for personalised interaction.
Their ability to communicate in multiple languages and present culturally rele-
vant content is particularly significant in multicultural classrooms (67). Robots
can be programmed to greet students in their native language, share stories or
traditions specific to different cultures, and encourage students to express aspects
of their heritage (68). These activities enhance cultural awareness and foster a
sense of belonging among students from diverse backgrounds, helping them feel
valued and included (69). A significant aspect of cultural inclusion is recognising
and validating a student’s cultural identity. By engaging with students in a cul-
turally sensitive manner, social robots can facilitate this validation. For instance,
when a robot greets a student in their native language, it acknowledges the stu-
dent’s linguistic background and creates a welcoming atmosphere that promotes
inclusivity. This approach aligns with Vygotsky’s social development theory,
which posits that learning is inherently a social process, and interactions with
more knowledgeable others, such as a culturally responsive robot, can support
cognitive and social development (69).

Regarding practical application, robots like those described in Scenario 3
(Code 2) encourage children to describe aspects of their culture, such as their
clothes or games. This interactive approach fosters cultural exchange, allow-
ing children to share their experiences while learning about others. In doing so,
robots create an environment where diversity is celebrated and cultural awareness
is deepened. The robot’s questions about the children’s culture stimulate discus-
sions around diversity, helping students develop a sense of pride in their heritage

12



2.2 Robots for Intercultural Pedagogy

while promoting mutual understanding and respect among their peers (70). The
role of social robots in facilitating intercultural dialogue is further supported by
projects like Culture-Aware Robots and Environmental Sensor Systems for El-
derly Support (CARESSES), which developed culture-aware robots capable of
adapting their behaviour based on the user’s cultural background. Although pri-
marily focused on elderly care, CARESSES provides important insights into how
robots can promote cultural awareness in educational settings (71). By greeting
users in their native language and adjusting their behaviour according to cultural
norms, CARESSES robots have demonstrated the potential of social robotics to
bridge cultural gaps and promote inclusion (27). Similarly, these capabilities can
be leveraged in education to foster a sense of belonging in multicultural class-
rooms.

Additionally, teachers and educators must ensure that social robots do not
alienate students who may be less familiar with technology. For some students,
particularly those from disadvantaged backgrounds, interactions with robots may
feel intimidating or uncomfortable. Educators must provide sufficient support to
ensure that all students, regardless of their familiarity with technology, can benefit
from the robot’s cultural mediation capabilities (67). This may involve integrating
robots gradually into the classroom, ensuring that students can become familiar
with the technology in a supportive and inclusive manner. Technical limitations
also pose a challenge when using social robots for intercultural pedagogy (72).
(65) argue that robots can switch between languages, so their proficiency in lesser-
known or underrepresented languages may be limited, which could create barriers
in some multicultural classrooms. Addressing these limitations requires contin-
uous development and refinement of robot language capabilities, ensuring they
can communicate effectively with students from diverse linguistic backgrounds
(68). This is particularly important in classrooms where multiple languages are
spoken, as the robot’s ability to switch seamlessly between languages can signif-
icantly impact its effectiveness as a cultural mediator. Despite these challenges,
social robots have immense potential to foster cultural awareness and inclusion in
education. By promoting intercultural dialogue, celebrating diversity, and facili-
tating personalised learning experiences, robots can contribute to a more inclusive
and culturally responsive learning environment. Their ability to engage students
in culturally relevant ways, combined with their potential to adapt to the unique
needs of individual learners, makes them valuable tools for modern education.

2.2.2 Relevant Projects in Intercultural Robotics

Several projects have investigated the role of culture-aware robotics in educational
settings to foster cultural awareness, promote inclusivity, and support intercul-
tural pedagogy. These projects have demonstrated how robots, as social agents,
can facilitate meaningful intercultural interactions and help bridge cultural gaps
in diverse learning environments.

One such prominent project is the CARESSES, which has been instrumental
in advancing socially intelligent robots capable of adapting to users’ cultural back-
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grounds (73). While primarily aimed at elderly care, its educational implications
are significant, especially in multicultural classrooms. The CARESSES project
was designed to develop robots capable of culturally appropriate behaviour, in-
cluding language, gestures, and communication styles (74). These robots can
recognise the individual’s cultural background and adjust their interactions ac-
cordingly, fostering more personalised and relevant exchanges (73). In educational
settings, these robots can support students from diverse linguistic and cultural
backgrounds by engaging with them in culturally appropriate ways (73). For ex-
ample, in multicultural classrooms, CARESSES robots can greet students in their
native language, enhancing students’ sense of belonging and inclusion. Moreover,
the ability of these robots to adjust their communication style and gestures ac-
cording to cultural norms can help prevent misunderstandings and promote a
more inclusive environment for students from various cultural backgrounds.

In addition to CARESSES, the Embodied-perceptive Tutors for Empathy-
based Learning (EMOTE) project focuses on integrating robots into educational
environments with a strong emphasis on empathy and emotional understanding
(75). EMOTE robots are designed to adapt their emotional responses to the needs
of students, providing a more empathetic learning experience. (76) highlights the
potential of robots to facilitate learning and create emotional connections with
students, which is particularly important in intercultural settings where empathy
and understanding are key to fostering mutual respect and cooperation. EMOTE
robots can help students from different cultures feel understood and supported
by recognising and responding to their emotional states (76). For instance, in a
classroom where students from different cultural backgrounds may struggle with
language barriers or feelings of isolation, an EMOTE robot can detect frustration
or disengagement and adapt its responses to provide encouragement and emo-
tional support (75). This ability to recognise and respond to students’ emotional
needs is crucial in fostering a positive and inclusive learning environment where
students feel valued and respected regardless of their cultural background.

The RoboLang project is another notable example focusing on language acqui-
sition and intercultural communication (77). RoboLang aims to develop robots
that can act as language tutors, supporting both language learning and cul-
tural exchange (78). These robots are designed to engage students in interactive
language-learning activities, using culturally relevant content to make learning
more engaging and meaningful (79). For instance, RoboLang robots can present
language lessons incorporating cultural references, such as traditional stories, cus-
toms, and holidays from the students’ cultural backgrounds, thereby fostering a
deeper connection between language learning and cultural awareness. RoboLang
robots have shown particular promise in multilingual and multicultural class-
rooms, where students may learn a second language while navigating a new cul-
tural environment. By incorporating cultural references into language lessons,
these robots help students understand the language and the cultural context in
which the language is used. This approach supports a more holistic form of
language learning, where students gain linguistic and cultural competence, thus
fostering greater intercultural understanding.
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The Mitsubishi Electric Factory Automation (MELFA) Learning & Develop-
ment (L&D) project also emphasises the role of robotics in promoting intercul-
tural communication and inclusivity (80). MELFA robots are designed to facili-
tate collaborative learning activities, encouraging students from diverse cultural
backgrounds to work together on group projects. These robots help bridge cul-
tural divides by fostering teamwork and cooperation, allowing students to learn
from one another’s perspectives (81). The collaborative nature of MELFA robots
promotes dialogue and interaction between students, helping to break down cul-
tural barriers and build mutual understanding (82). MELFA robots can mediate
group activities in a multicultural classroom, encouraging students from different
cultures to share their ideas and experiences. For example, in a project where
students are tasked with creating a presentation on different cultural traditions,
the MELFA robot can guide them in discussing their respective cultures and
identifying commonalities and differences (83). By facilitating these intercultural
exchanges, MELFA robots help students better appreciate cultural diversity and
foster a more inclusive learning environment.

The above analysis shows that CARESSES, EMOTE, RoboLang and MELFA
LD have contributed to developing socially intelligent robots that promote in-
tercultural awareness and inclusivity in educational settings. These robots can
adapt their behaviour to the cultural background of students, facilitate language
learning and cultural exchange, and foster emotional connections with students
from diverse backgrounds. By creating a more culturally responsive and inclusive
learning environment, social robots can potentially transform education, partic-
ularly in multicultural classrooms where cultural awareness and inclusion are
paramount. Integrating these robots into educational settings also raises impor-
tant ethical considerations, such as avoiding cultural stereotyping and ensuring
that robots present a balanced and accurate representation of different cultures.
However, the potential benefits of using culture-aware robots to foster intercul-
tural dialogue and inclusion far outweigh these challenges, making them a valuable
tool in modern education.

2.2.3 Ethical Considerations in Multicultural Educational
Settings

Integrating social robots in multicultural educational settings presents several
ethical concerns that must be addressed to ensure their effectiveness and inclu-
sivity. One of the foremost concerns is the risk of reinforcing cultural stereotypes
(84). Robots designed to present or engage with certain cultural content may
inadvertently perpetuate a narrow or biased representation of that culture (85).
As humans primarily program robots, there is a risk that they may convey an
incomplete or stereotypical portrayal of a culture, especially when its diversity is
not adequately represented (86). This concern is particularly significant in educa-
tional environments that foster cultural awareness and sensitivity. Social robots
in multicultural classrooms must be programmed with diverse and accurate cul-
tural content to avoid reinforcing stereotypes (87). Developing these robots must
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involve consultation with cultural studies and education experts to ensure that
the information they provide is inclusive and representative of the various facets
of the cultures they aim to depict. For instance, a robot designed to engage
with students about cultural holidays should be able to discuss how a holiday
might be celebrated within a given cultural group, ensuring that students receive
a well-rounded and accurate understanding (88).

Furthermore, introducing social robots in multicultural settings must be done
with sensitivity to students’ diverse needs and preferences. While some students
may be eager to interact with new technology, others might feel uncomfortable
or even alienated by the presence of robots in the classroom, mainly if they come
from backgrounds with limited access to technology. It is important that edu-
cators carefully consider how to introduce robots in a way that is inclusive and
respectful of these differences (89). Teachers must ensure that no student feels
marginalised by the introduction of robots, especially those who may not be as
familiar with or comfortable using technology (11). In this regard, the role of the
teacher is crucial in facilitating these interactions and ensuring that all students
feel included and engaged in the learning process. Another significant ethical
concern relates to the technical limitations of robots, particularly in their lan-
guage proficiency (90). While many social robots are designed to switch between
languages, their language capabilities are limited by the software they run on,
which may not include support for less commonly spoken languages (91). This
can lead to communication barriers in multicultural classrooms where students
may speak various languages. If a robot is unable to communicate effectively in a
student’s native language, it may hinder the student’s ability to engage with the
robot and the educational material it presents (92). For instance, in Scenario 1,
the robot greets children in their native language. However, if the robot’s soft-
ware does not support a particular language or its language proficiency is limited,
the interaction may feel disjointed or even exclusionary for some students.

In addition to language barriers, social robots may face challenges in under-
standing and responding to cultural nuances. For example, in Scenario 3, the
robot asks children to describe aspects of their culture. Therefore, it is essential
that the robot can comprehend and appropriately respond to the cultural details
shared by the students. If the robot fails to do so, it may give the impression that
the cultural information is not valued or understood, which could undermine the
robot’s role in fostering intercultural dialogue (69). Therefore, it is crucial that
social robots in multicultural educational settings are equipped with language
capabilities and the ability to understand and engage with cultural content in
a meaningful way (93). Despite these ethical concerns, the potential of social
robots to facilitate intercultural pedagogy is significant. Social robots offer a
unique opportunity to promote cultural exchange, facilitate language learning,
and support social inclusion in diverse classrooms. By providing students with
opportunities to interact with technology in a way that is tailored to their cultural
background, robots can help bridge cultural divides and create a more inclusive
learning environment (69). For instance, in Scenario 2, the robot engages with
children in symbolic games, asking culturally relevant questions about the chil-
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dren’s play activities. This type of interaction promotes cultural awareness and
allows students to learn about each other’s cultural backgrounds playfully and
engagingly.

Moreover, social robots can act as cultural mediators, facilitating discussions
about culture and diversity that might need help to navigate independently. By
presenting culturally relevant content in a neutral and non-judgmental manner,
robots can help foster an open and inclusive dialogue among students. This
can be particularly valuable in classrooms with students from diverse cultural
backgrounds, where discussions about culture and identity may be sensitive or
challenging for both students and teachers. While the use of social robots in
multicultural educational settings offers many benefits, it also raises important
ethical considerations that must be addressed to ensure that these technologies are
used in an inclusive and culturally sensitive manner. Educators and developers
must work together to ensure that robots are programmed with accurate and
diverse cultural information, that their introduction in classrooms is sensitive to
the needs of all students, and that their technical limitations are managed to
avoid communication barriers and cultural misunderstandings. Social robots can
increase intercultural pedagogy and create more inclusive and engaging learning
environments for these ethical concerns.

2.2.4 Summary

This provides a comprehensive review of social robotics in education, particularly
focusing on primary and early childhood settings. It discusses the role of social
robots in shifting traditional teaching to more interactive, student-centered meth-
ods, highlighting their effectiveness in language learning, individualized support,
and engagement for students, including those with special needs. The chapter
explores robots’ role in intercultural pedagogy, showcasing their ability to foster
cultural awareness and inclusion. It also reviews significant projects like CA-
RESSES, RoboLang, and EMOTE. Ethical considerations, including the risks of
cultural stereotyping and ensuring inclusive technological use, are also examined
in this chapter.

17



Chapter 3
Methodology

3.1 Overview

The methodology chapter details the design, development, and implementation
of Android-based applications for the Buddy robot to enhance multicultural in-
clusivity in educational settings. It covers the conceptualization of Buddy’s in-
teractions in three scenarios: multilingual engagement, cultural exploration, and
cultural exchange. The chapter explains the use of the Buddy SDK, Microsoft
Cognitive Services for speech recognition, and multimedia integration. It outlines
the technical aspects, including speech synthesis, gesture simulation, and robot
movement. The chapter also describes how Buddy’s interactions were tailored
to meet diverse classroom needs, focusing on personalization, inclusivity, and
adaptive learning for children from various cultural backgrounds.

3.2 Robot Description

Buddy, developed by Blue Frog Robotics, is an advanced social robot designed
for educational and social interaction purposes. Standing at a height suitable for
children, Buddy’s appearance is both approachable and friendly, with a humanoid
form that includes a digital face capable of expressing a wide range of emotions.
Its facial features, such as eyes and mouth, change dynamically based on inter-
actions, allowing it to convey emotions like happiness, curiosity, and empathy.
Buddy is equipped with a mobile base, which allows it to move around smoothly,
making it more interactive and engaging in various settings such as classrooms
or at home.

Technologically, Buddy incorporates a range of sensors, actuators, and Al-
driven capabilities to interact seamlessly with humans. These include tactile
sensors located on its head and body, allowing Buddy to respond to touch and in-
teract with users based on physical contact. The robot also comes with advanced
visual and audio recognition systems. It has proximity sensors to detect objects
and avoid obstacles, as well as a built-in camera that enables face recognition and

18



3.2 Robot Description

tracking. This ensures that Buddy can follow movements and recognize individ-
uals in a room. Additionally, its microphone array helps Buddy localize sounds,
recognizing where voices are coming from and allowing for seamless interaction.
Buddy’s ability to engage in verbal communication is facilitated by sophisticated
speech-to-text and text-to-speech functionalities. Using ReadSpeaker API for
text-to-speech (TTS) and Cerence for speech-to-text (STT), Buddy can com-
prehend and produce speech in multiple languages. This multilingual capability
allows Buddy to communicate in English, French, Italian, and other languages,
making it particularly useful in multicultural environments.

Heart LED
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Figure 3.1: Capacities and Technical Specification of Buddy Robot

Another notable aspect of Buddy is its capacity for movement. Buddy’s mo-
bility is powered by wheels, enabling it to navigate its environment. The wheels
are controlled via precise motor actuators, and the robot can rotate, move for-
ward or backward, and adjust its speed depending on the interaction. It can even
perform basic head movements, such as nodding to indicate agreement or shak-
ing to show disagreement. These motorized actions make Buddy’s interactions
more lifelike and relatable to children, fostering engagement and interaction in
educational settings. Buddy’s design extends to its lighting system as well. The
robot is equipped with LED lights in its shoulders and heart area, which can
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change colors and blink in response to different stimuli or commands. For exam-
ple, Buddy can use its LEDs to visually represent its mood, with specific colors
corresponding to various emotional states. This enhances the sensory interaction
between Buddy and its users, providing visual cues that complement its verbal
communication and facial expressions. Therefore, Buddy is a versatile and engag-
ing educational robot designed to promote interaction, learning, and emotional
connection. Its combination of movement, facial expressions, touch sensors, and
vocal abilities creates a dynamic platform for children to interact with, making
it a valuable tool for enhancing learning, socialization, and cultural exchange in
diverse educational contexts.

3.3 Speech Recognition and Language Integra-
tion

Microsoft Azure’s speech recognition system support multiple languages, tailored
explicitly for recognising children’s voices and generating language-specific re-
sponses (94). Microsoft Azure’s Cognitive Services offer a robust framework for
speech recognition, which serves as the backbone of the language integration fea-
ture in social robots. (95) Azure’s speech services are designed to convert spoken
language into text, recognise different languages, and generate corresponding re-
sponses in the appropriate language (96). In an educational setting, this system
enables social robots to interact with students in their native language or a second
language they are learning, enhancing their educational experience (97).

Microsoft Azure currently supports over 100 languages and dialects, making
it an ideal tool for multilingual classrooms where students speak various lan-
guages. Moreover, Azure’s language models are constantly updated to improve
accuracy and add support for additional languages, ensuring that the system
remains relevant in increasingly diverse educational environments (98). Azure’s
speech recognition system is cloud-based, requiring minimal hardware resources
from the robots (99). Instead, the robots are equipped with microphones and
connected to Azure’s cloud services, where speech processing and language recog-
nition occur. The system captures the audio input, sends it to the cloud for anal-
ysis, and returns the transcribed text and corresponding response to the robot
in real-time (98). This process is efficient and scalable, allowing robots to op-
erate seamlessly in various educational settings without extensive computational
power.

3.4 Robot-Child Interaction Design

The design of social robots for interaction with children in educational environ-
ments is pivotal for developing engagement, inclusivity, and cultural awareness.
In this project, Buddy, a humanoid social robot, interacts with children through
gestures, verbal communication, and multimedia aids. Although Buddy does not
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possess physical hands, using images and animations to simulate gestures is a key
part of its interaction design. In the context of inclusivity, the robot displays a
waving hand image on its tablet to greet children or say goodbye, helping estab-
lish a welcoming and friendly atmosphere. Images, rather than physical gestures,
ensure that Buddy can still participate in social rituals like waving, which is uni-
versally recognised and understood across different cultures. In scenario 1, for
example, Buddy sits in a circle with children and, when greeted by the educator
or the children, it responds by displaying a waving hand image on its screen. This
visually stimulating interaction makes the robot approachable, bridging the gap
between the human and robotic experience. The image of a waving hand is a
subtle but effective way to replicate a culturally neutral gesture, reinforcing the
robot’s ability to connect with children from diverse backgrounds.

Similarly, Buddy can display images representing different stages of an activ-
ity or song, which helps children follow along with the lesson or group activity.
Buddy’s ability to show culturally relevant images, such as pictures of traditional
foods, clothing, or games from different countries, also enhances its effectiveness
in multicultural classrooms. In scenario 2, Buddy displays images of food and
drinks from other cultures, such as tea, to introduce students to diverse cultural
practices. This visual aid not only promotes inclusivity but also helps children
who may be visual learners or who may not be familiar with the languages being
spoken. By displaying these images, Buddy ensures that children can engage
with the robot and the lesson meaningfully, regardless of their language or cul-
tural background. Through its voice, Buddy invites interaction with the children
by asking questions like, “Can I play with you?” This verbal prompt encourages
children to include Buddy in activities and develops a collaborative environment.
When the children offer Buddy food or drinks as part of the symbolic play, Buddy
verbally thanks them and pretends to consume the food, enhancing the realism
of the interaction by imitating the sound of drinking and adding phrases like,
“This is very good!” These verbal interactions create a playful and imaginative
atmosphere where the children can engage with Buddy as if he were one of their
peers.

In Scenario 3, when Buddy invites children to participate in a game, it uses
expressions to signal different emotions, such as surprise or joy, depending on how
the children respond. For example, when children correctly guess the name of an
object or image displayed on the robot’s tablet, Buddy may display an excited or
happy expression to reinforce positive behaviour and motivate further participa-
tion. This dynamic use of expressions creates a more immersive and emotionally
engaging interaction, which is particularly important for young children who rely
heavily on non-verbal cues in social communication. This raises cultural aware-
ness and encourages the children to share aspects of their own cultures. Buddy’s
questions, such as “Can you tell me what games you play?” or “What kind of
clothes do you wear?” stimulate the children to reflect on their cultural identities
and share them with their peers, promoting inclusivity and mutual respect. The
robot reinforces cultural exchange and language learning by inviting children to
describe their cultural practices and teaching Buddy new words related to the
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objects they are playing with. In one instance, Buddy may ask a child to teach
it the name of a toy or accessory in their language, thereby validating the child’s
cultural knowledge and empowering them as contributors to the learning process.
This reciprocal learning dynamic strengthens Buddy’s role as an inclusive and
culturally responsive educational tool.

3.5 Overview of Applications

The use of robotics in education has emerged as a transformative approach to en-
hancing classroom learning, particularly through the integration of social robots
like Buddy. The development of applications for Buddy enables interactive, cul-
turally responsive, and engaging learning experiences for children. These ap-
plications, centered on the themes of inclusivity, multicultural interaction, and
language learning, offer a dynamic platform for social interaction in educational
settings. By responding to greetings, participating in symbolic play, and fostering
cultural exchanges, Buddy serves as a bridge between technology and education,
enhancing students’ cognitive and social development.

The first application focuses on integrating Buddy into classroom settings dur-
ing circle time, an essential part of early childhood education that promotes social
interaction and group learning. The application enables Buddy to join children
during circle time and respond to their greetings in multiple languages, making
the robot a versatile tool for fostering inclusivity and multicultural interaction.
By simulating human gestures, such as waving goodbye or smiling, Buddy engages
children in an interactive manner. Additionally, the robot’s multimedia capabili-
ties, such as displaying a waving hand or pictograms for different greetings on its
tablet, further enhance the learning environment. The key feature of this applica-
tion is Buddy’s ability to support multilingual interactions, which are critical in
culturally diverse classrooms. The application uses speech recognition technology
to detect and understand the language spoken by the child. Once the language
is recognised, Buddy responds in the appropriate language using speech synthe-
sis, offering personalised interactions that make children feel acknowledged and
included, regardless of their cultural background. This capability is particularly
useful in classrooms where children speak different languages, enabling teachers
to create an inclusive learning environment. Another important aspect of this ap-
plication is the display of gestures through multimedia aids. As Buddy does not
have physical limbs, it compensates by showing a waving hand on its screen when
greeting or bidding farewell. This gesture, while virtual, is perceived by children
as a real interaction, fostering a sense of connection and enhancing engagement
during classroom activities. The display of pictograms for non-verbal greetings
also supports children with different learning needs, ensuring that everyone in
the classroom can participate in the interactions. Technically, this application
relies on a combination of speech recognition, speech synthesis, and multimedia
display functionalities. The speech recognition system is designed to interpret
children’s spoken greetings in real-time, allowing Buddy to identify the language
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and respond appropriately. The speech synthesis module generates responses in
the correct language, while the multimedia display supports the visual represen-
tation of gestures. Additionally, facial expression cues on Buddy’s screen, such
as smiling, are used to enhance emotional engagement with the children. These
technological components work in tandem to create an immersive and interactive
learning experience.

The second application builds upon the foundation of Buddy’s interactive
capabilities by extending its role into symbolic play and cultural exchange. Sym-
bolic play, a critical aspect of child development, allows children to express them-
selves and explore different cultural identities through play activities. In this
application, Buddy moves with the children to the symbolic game room, where
it takes part in the game by asking children questions, accepting invitations to
play, and engaging in discussions about food and customs from different cultures.
This application is particularly designed to promote intercultural pedagogy by
encouraging children to share their cultural knowledge and learn from one an-
other. The integration of multilingual capabilities plays a central role in this
application. Buddy can detect when children are speaking a language other than
Italian and respond accordingly. This feature allows Buddy to participate in dis-
cussions about foods, customs, and traditions from various cultures, providing
an opportunity for children to learn about diversity through play. For example,
when children offer Buddy food or drinks, it responds by thanking them and
pretending to eat or drink, accompanied by sound effects. It then introduces
foods from ”its” culture, creating an imaginative scenario where Buddy repre-
sents a robot from another planet. The robot can also display images of drinks
from different cultures, such as tea, on its tablet, stimulating discussions about
cultural differences. Furthermore, Buddy uses its language detection and trans-
lation capabilities to facilitate cultural exchanges. If children speak a language
unfamiliar to others, Buddy can translate their words, fostering communication
between children from different linguistic backgrounds. This application not only
supports language learning but also promotes cultural awareness and inclusion,
key goals of intercultural pedagogy. Buddy’s role in symbolic play enables chil-
dren to explore their identities while learning about the customs and traditions of
others in a fun and engaging way. From a technical perspective, this application
integrates gesture simulation, speech synthesis, and cultural content display to
create an immersive play experience. Buddy’s interactions are guided by speech
recognition, allowing it to ask questions, respond to offers, and engage in cul-
tural discussions. The use of emotion simulation through facial expressions, such
as smiling when being offered food, adds a layer of realism to the interactions,
making Buddy an engaging participant in the children’s play. The robot’s tablet
plays a crucial role in displaying cultural content, supporting discussions about
different foods and traditions. By combining these technical elements, Buddy
enhances the symbolic play experience while promoting cultural understanding.

The third application is focused on cultural storytelling and knowledge shar-
ing, with Buddy acting as a facilitator of discussions about different cultures. This
application allows Buddy to move with children to the symbolic game room and
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initiate conversations about cultural topics such as traditional clothing, games,
and customs. By asking direct questions and encouraging children to describe
typical aspects of their cultures, Buddy creates an environment where cultural
knowledge is shared in an interactive and engaging manner. In this application,
Buddy’s role extends beyond simply responding to greetings and participating in
play. The robot actively stimulates conversations by asking children to teach it
new words related to the objects they are playing with, such as dolls, clothes, or
accessories. Additionally, Buddy organises games where children can guess the
names of cultural items displayed on the tablet, fostering both language learn-
ing and cultural awareness. The robot’s ability to translate words into different
languages further supports these knowledge-sharing activities, allowing children
from different backgrounds to communicate and participate fully in the discus-
sions. The technical infrastructure for this application leverages speech recogni-
tion, gesture simulation, and multimedia display to facilitate cultural storytelling.
The speech recognition system allows Buddy to listen to children’s descriptions
of cultural objects and generate appropriate responses using speech synthesis.
The robot’s tablet is used to display images of cultural items, such as traditional
clothing, that children can guess during games. Buddy’s ability to translate words
into multiple languages is supported by advanced speech synthesis capabilities,
ensuring that children from various linguistic backgrounds can contribute to the
knowledge-sharing process.

3.6 Libraries used in Applications

In developing interactive applications for social robots such as Buddy, the choice
of libraries plays a critical role in determining the functionality and user experi-
ence. Several key libraries are used in the application to enable speech recogni-
tion, gesture simulation, multimedia support, and permission management. This
integration of various libraries is essential for creating a seamless and engaging
interaction between Buddy and the children in educational settings.

The application makes use of Microsoft Cognitive Services for speech recog-
nition and synthesis:

com.microsoft.cognitiveservices.speech.*;

Figure 3.2: Microsoft Azure Speech Recognition

One of the core libraries utilised in the application is the Speech SDK from
Microsoft Cognitive Services, which is responsible for both speech recognition
and speech synthesis. The Speech SDK allows Buddy to understand spoken com-
mands and respond in natural language, which is central to the robot’s interactive
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capabilities. Through the use of classes such as ‘SpeechConfig’, ‘SpeechRecog-
nizer’, and ‘SpeechSynthesizer’, the robot can detect and interpret verbal inputs
in multiple languages, facilitating an inclusive experience. The SpeechConfig class
is initialized with a subscription key and service region, which links the applica-
tion to Microsoft’s cloud-based speech services. The ‘SpeechRecognizer’ class
processes real-time audio input from Buddy’s microphone, converting speech into
text. This recognised text is then processed by the application logic to trigger
appropriate responses, such as displaying gestures or playing multimedia content.
Moreover, speech synthesis is implemented using the ‘SpeechSynthesizer’ class,
allowing Buddy to speak responses generated by the application. The speech syn-
thesis feature is particularly useful in multilingual environments, where Buddy
can greet children in different languages, responding based on the detected lan-
guage of the speaker. This powerful combination of speech recognition and syn-
thesis enhances the robot’s interactivity, making it an effective tool for education
and communication in diverse settings.
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To control the Buddy robot’s hardware and software capabilities, the appli-
cation uses several imports from the Buddy SDK:

com.bfr_buddy.ui.shared.FacialExpression;
com.bfr.buddy . speech.shared.ISTTCallback;
com. bfr.buddy.speech.shared.STTResultsData;
com. bfr.buddy.usb.shared. IUsbCommadRsp;

com. bfr.buddysdk . BuddyActivity;
com. bfr.buddysdk . BuddySDK ;
com. bfr.buddysdk.services.speech.5TTTask;

Figure 3.3: Buddy SDK’s Libraries

Another crucial library integrated into the application is the BuddySDK,
which provides the core interfaces for controlling Buddy’s physical and virtual
behaviors. The BuddyActivity class serves as the foundation for creating ac-
tivities within Buddy’s environment, offering a streamlined way to manage the
robot’s behavior in response to user inputs. This SDK also includes the ‘Bud-
dySDK.USB’ interface, which allows the robot to execute physical movements
such as rotating or advancing. These movements are essential for making Buddy
appear more lifelike and engaging, particularly during interactive sessions with
children. Additionally, the expression system is managed using the ‘FacialExpres-
sion’ class, which allows the application to control Buddy’s screen-based facial
expressions. By simulating moods and emotions through these facial expressions,
Buddy can convey happiness, neutrality, or other emotional states, depending
on the context of the interaction. This feature is particularly useful in scenar-
ios where non-verbal communication is important for engaging children, helping
them feel connected to the robot.

For efficient loading and handling of images, GIFs, and video files, the Glide
library is imported:

com.bumptech.glide_Glide;

com.bumptech.glide. annotation.GlideModule;

com.bumptech.glide. -AppGlideModule;

Figure 3.4: Glide Libraries

The Glide library, a popular choice for handling multimedia content, is another
key component of the application. Glide is used extensively for image loading
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and managing multimedia assets, such as videos and GIFs, on Buddy’s screen.
In situations where Buddy needs to simulate gestures, such as waving goodbye,
the application can use Glide to load and display a GIF of a waving hand. This
visual representation of gestures compensates for the robot’s lack of physical
arms, allowing Buddy to engage with children through virtual gestures. Glide’s
efficient image handling capabilities ensure that multimedia content is loaded
quickly and smoothly, which is critical for maintaining the fluidity of interactions.
The library’s ability to handle both static and dynamic content—such as images,
GIFs, and videos—provides versatility in how Buddy can interact with its users.
Additionally, Glide’s integration with Android’s ‘ImageView’ ensures that the
multimedia content is displayed at high quality, further enhancing the overall
user experience.

The application uses several Android core libraries that are essential for per-
mission management, multimedia handling, and intent launching. These imports
include:

android.Manifest;
android.content.Context;

android. content.Intent;
android.content.pm.PackageManager;
android.graphics.Bitmap;
android.net.Uri;

android.os.Build;
android.os.Bundle;

android.os.Handler;

android.os.Looper;

android.provider.MediaStore;
androidx.core.app.ActivityCompat;

androidx.core.content.ContextCompat;

androidx.core.content.FileProvider;

Figure 3.5: Android Core Libraries

In terms of permission management and core Android functionality, the appli-
cation leverages several classes from the Android Core Libraries. One of the most
important classes is ContextCompat, which is used to manage permissions at run-
time. In modern Android development, explicit user permission is required for
accessing sensitive data or hardware components, such as the microphone and ex-
ternal storage. The application checks whether the necessary permissions (such
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as audio recording and storage access) have been granted using ‘ContextCom-
pat.checkSelfPermission’. If the permissions are not granted, the application
requests them from the user using ‘ActivityCompat.requestPermissions’. This
permission handling ensures that the application complies with Android’s secu-
rity model, protecting user privacy while enabling the necessary functionalities
for speech recognition and multimedia display. Another important core library
feature is Intent, a class used for launching activities within the Android ecosys-
tem. Intents are used in this application to start activities for playing videos or
displaying specific content on Buddy’s screen. For instance, when the application
needs to play a video in response to a recognised speech command, it uses an
Intent to launch a video player activity, passing the video file URI as data. The
Intent class simplifies the process of launching new activities and handling data
within the application, making it an essential tool for multimedia management.

Furthermore, the application uses FileProvider for secure access to file URISs,
particularly when dealing with video files stored on the device. Since Android
restricts direct access to file paths for security reasons, FileProvider acts as an
intermediary, granting the application permission to share files with other apps
(such as a video player) without exposing sensitive file paths. This is crucial for
enabling the smooth playback of video content, as it ensures that the necessary
file permissions are handled securely and efficiently.

3.7 Technical Breakdown of Applications

The code for the Buddy robot application integrates multiple functionalities, in-
cluding speech recognition, speech synthesis, robot movements, and multimedia
interaction, to create a socially interactive experience for users, particularly chil-
dren in educational settings. This application is built using a combination of An-
droid’s core libraries, the Buddy SDK, and Microsoft Cognitive Services, among
others. In this detailed analysis, I will explain the code in technical depth, dis-
cussing the significance of various components, libraries, methods, and how they
work together to create a seamless interactive experience.

yackage com.bfr.scenarlol;

Figure 3.6: Package Name

The package structure com.bfr.scenariol is used to group classes related to a
specific scenario where Buddy interacts with users. Organising the application
into packages helps in code modularisation and reuse, making the code more
manageable, especially in large projects. In this case, the scenariol package
indicates that this code handles a specific scenario or use case for the robot,
which involves interactions like greetings, media display, and robot movement.
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class MainActivity extends BuddyActivity

Figure 3.7: Main Activity

The statement ”public class MainActivity extends BuddyActivity” defines
the fundamental structure of the application. In this context, MainActivity is
the primary entry point of the app, where the program logic, user interactions,
and core functionalities are managed. The declaration establishes MainActivity
as a subclass of BuddyActivity, inheriting all of its functionalities. This en-
ables seamless integration with the Buddy robot, a humanoid robot equipped
with sensors, speech recognition, and multimedia display capabilities. By making
MainActivity a public class, it becomes accessible across the entire application,
allowing other components to interact with it when necessary. The inclusion of
the "public” keyword signifies that this class is available throughout the app’s
context, making it integral to the application’s overall low. Within the context
of an Android application, activities act as the central unit of execution. Each
activity represents a single user interface screen, and in this case, MainActivity
acts as the main controller for interactions with Buddy. Through this class, the
robot’s speech recognition, movement, and multimedia responses are coordinated,
providing an interactive experience for the user.

The "extends BuddyActivity” part of the declaration highlights that Main-
Activity is built on top of the existing functionality provided by BuddyActivity.
This is crucial because BuddyActivity is a specialised class that encapsulates the
methods and behaviors necessary to control Buddy. By extending it, MainActiv-
ity inherits all of the built-in methods that facilitate Buddy’s interactions, such as
moving the robot, manipulating facial expressions, and handling speech recogni-
tion and synthesis. This inheritance simplifies the development process because it
abstracts away the lower-level complexities of interacting directly with the robot’s
hardware. Instead of managing hardware operations manually, the developer can
focus on higher-level logic by using pre-defined methods in BuddyActivity.

The BuddyActivity class itself is a customised extension of Android’s App-
CompatActivity. AppCompatActivity provides compatibility with different ver-
sions of Android, ensuring that the application can run smoothly across a range of
devices, even those with older versions of the operating system. This inheritance
is critical because it allows MainActivity to utilise Android’s lifecycle manage-
ment, which includes handling activity states such as when the app starts, pauses,
or resumes. The inheritance chain from AppCompatActivity to BuddyActivity,
and finally to MainActivity, ensures that the app maintains both the standard
Android behaviors and the specific functionalities needed to operate the Buddy
robot effectively.
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Figure 3.8: onCreate

The onCreate method is a crucial part of the Android activity lifecycle, re-
sponsible for initialising the activity and setting up the user interface and es-
sential functionalities. In this case, the @Override annotation signifies that this
method is overriding the onCreate method from the superclass, which is typically
AppCompatActivity. The protected access modifier ensures that the method is
accessible within its package and to subclasses. This method is called when the
activity is first created, and it is responsible for setting up the initial state of
the activity. The method begins by calling super.onCreate(savedInstanceState);,
which invokes the parent class’s onCreate method. This is essential because the
parent class handles the fundamental setup required for the activity, such as man-
aging the activity’s lifecycle, initialising the components provided by Android,
and restoring the state of the activity when it is recreated after being destroyed
(for example, due to a configuration change). Skipping this call would prevent
the proper initialisation of the activity and could cause issues in its functionality.

The next line, setContentView(R.layout.activity main);, is used to set the
layout for this activity. This method inflates the XML layout file activity_main,
which defines the user interface components, such as buttons, text views, and
images, that will be displayed to the user. This method binds the UI elements
defined in the XML file to the activity so that they can be referenced and manip-
ulated programmatically within the MainActivity class. By specifying the layout
resource file, the Android framework knows how to render the Ul on the screen.
The code proceeds to initialise a RecyclerView component, which is a flexible and
efficient way to display a large number of items in a scrollable list. This method
returns a reference to the RecyclerView object, allowing the program to interact
with it programmatically. The RecyclerView is a powerful widget used to display
lists or grids of items, and it is commonly used in Android applications for content
that needs to be presented dynamically. After finding the RecyclerView, the lay-
out manager is set for the view using recyclerViewFiles.setLayoutManager(new
GridLayoutManager(this, 3));. This line assigns a GridLayoutManager to the
RecyclerView, specifying that the items will be displayed in a grid format with
three columns. The layout manager is responsible for positioning the items within
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the RecyclerView and managing the scrolling behavior. In this case, using a grid
layout is ideal for displaying visual content like video thumbnails, as it provides
a clear and organised view of multiple items at once.

Next, the videoAdapter is initialised with the statement videoAdapter = new
VideoAdapter(this, videoNames, this::playVideo);. The VideoAdapter is a cus-
tom adapter that binds the data (in this case, a list of video file names) to
the views that are displayed within the RecyclerView. The adapter is essen-
tial for managing how data is displayed in each item of the list or grid. In
this case, the adapter is passed three arguments: the context (this), the list
of video names (videoNames), and a method reference (this::playVideo). The
method reference allows the adapter to invoke the playVideo method whenever a
video item is selected. This design ensures that the behavior for playing videos
is modular and can be handled within the activity itself. Once the adapter is
initialised, it is set to the RecyclerView through the statement recyclerView-
Files.setAdapter(videoAdapter);. This binds the adapter to the RecyclerView,
allowing the adapter to manage how each video file is displayed and how user
interactions with each item are handled. The adapter plays a crucial role in
ensuring that the data is dynamically loaded and displayed as the user scrolls
through the list or grid of items.

The initViews() method is then called, which likely contains additional setup
for other user interface components within the activity includes initialisation of
buttons, text views, and other views that the user may interact with. By separat-
ing this logic into its own method, the code remains clean and modular, adhering
to best practices in software design. Lastly, the check Permissions () method is
invoked. This method is responsible for checking whether the app has the nec-
essary permissions to access certain system resources, such as external storage
for reading video files. Android’s permission system requires apps to explicitly
request permission from the user for accessing sensitive resources. The checkPer-
missions() method likely ensures that the necessary permissions, such as accessing
the device’s external storage or microphone, are granted before proceeding with
any functionality that requires them. If the permissions are not granted, the
method may request them from the user, ensuring that the app can function
correctly.
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DIO, Manifest.permission.READ_EXTERNAL_STORAGEY,

Figure 3.9: checkPermissions

The checkPermissions() method is responsible for ensuring that the applica-
tion has the necessary permissions to perform key functions, such as recording
audio for speech recognition and reading external storage for accessing media files.
In the context of an Android application, managing permissions is crucial, espe-
cially with the introduction of dynamic permissions in Android 6.0 (API level 23)
and higher. The method begins by checking the device’s Android version using the
Build. VERSION.SDK_INT comparison with Build. VERSION_CODES.M. This
check is necessary because devices running Android versions before 6.0 manage
permissions differently, where permissions are granted at the time of installation
rather than during runtime. Therefore, the logic within this method ensures
compatibility with both newer and older Android devices.

If the device is running Android 6.0 or above, the method proceeds to check
whether the necessary permissions—Manifest.permission. RECORD_AUDIO for
audio recording and Manifest.permission. READ_EXTERNAL_STORAGE for ac-
cessing external storage—have been granted. This is accomplished using the Con-
textCompat.checkSelfPermission() method, which returns whether the app has
the specified permissions. If either of the permissions has not been granted, the
method triggers a runtime request for the necessary permissions using the Activ-
ityCompat.request Permissions() function. This function takes three arguments:
the context (this), an array of the required permissions, and a unique request code
(PERMISSIONS_REQUEST_CODE). By requesting permissions dynamically at
runtime, the application complies with the modern Android permission model,
enhancing both security and user control. This step is essential because, without
explicit user consent, the app cannot access sensitive system resources like the
microphone or external storage.

If the necessary permissions are already granted, the method proceeds to call
initializeRecognizer(), which sets up the speech recognition service. This ensures
that the application can immediately start performing speech recognition tasks
without any further delay. Similarly, if the device is running an Android version
older than 6.0, the permissions would have already been granted at installation,
and the method directly calls initializeRecognizer() without checking for runtime
permissions. This compatibility with older Android versions ensures that the app
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functions seamlessly across a wide range of devices.

Figure 3.10: onRequestPermissionResult

The onRequestPermissionsResult method is an essential override in Android’s
permission-handling process, serving as a callback for when the user responds to
a permission request. This method is triggered after the app requests permissions
at runtime, and it processes the user’s decision on whether to grant or deny the
requested permissions. The method is overridden to provide custom behavior de-
pending on the outcome of the permission request, and it takes three arguments:
requestCode, permissions, and grantResults. The first step in the method is to
check whether the requestCode matches the PERMISSIONS _REQUEST _CODE
used earlier in the checkPermissions() method. The requestCode ensures that the
app is responding to the correct permission request, especially in cases where the
app might request multiple sets of permissions for different features. In this sce-
nario, the code handles the request for both RECORD_AUDIO and READ_EXTERNAL_STORAC(
permissions, which are essential for the app to record audio for speech recognition
and access media files. Once the correct requestCode is confirmed, the method
initialises a boolean flag, allPermissionsGranted, assuming initially that all re-
quested permissions have been granted. It then iterates over the grantResults
array, which contains the user’s response for each requested permission. The
loop checks if any permission in the grantResults array was denied (i.e., if the
result is not PackageManager. PERMISSION_GRANTED). If any permission is
denied, the allPermissionsGranted flag is set to false, and the loop breaks. This
ensures that the app can handle situations where the user grants some permissions
but denies others.

If all permissions are granted, the method proceeds with a log statement
(Log.i(TAG, "onRequestPermissionsResult: All permissions granted.”)) to indi-
cate success and calls two critical methods: initializeRecognizer() and loadVide-
oFiles(). The former sets up the speech recognition service, while the latter loads
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video files into the app once the READ_EXTERNAL_STORAGE permission is
granted. These method calls ensure that the app can start performing speech
recognition tasks and access media content without further user interaction. If
any permission is denied, the method logs a message to indicate that the necessary
permissions were not granted, and displays a Toast message to the user, explain-
ing that the app requires permissions to function properly. The Toast.makeText()
method creates a small pop-up notification to inform the user that the app’s func-
tionality will be limited due to the lack of necessary permissions. This ensures
that the user is aware of why certain features may not work as expected, provid-
ing transparency and clarity. By handling both permission-granting and denial
scenarios effectively, this method plays a crucial role in ensuring that the app
operates securely while respecting user consent.

Figure 3.11: initializeRecognizer

The initializeRecognizer() method is responsible for setting up the speech
recognition functionality using Microsoft’s Cognitive Services Speech SDK. This
method begins by creating a SpeechConfig object using the subscription key
(SUBSCRIPTION_KEY) and the service region (SERVICE_REGION). The Speech-
Config is necessary for authenticating and configuring the connection to Mi-
crosoft’s speech recognition service, allowing the application to process voice
commands. Following the initialisation of SpeechConfig, the method defines a
list of languages that the recogniser will support. In this case, the supported
languages include English (en-US), French (fr-FR), and Italian (it-IT). These
language codes are stored in a ListjString;, and an AutoDetectSourceLanguage-
Config object is created using the list. The purpose of this configuration is to
enable automatic detection of the spoken language, ensuring that the speech
recognition engine can adapt to the user’s language without needing explicit in-
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put about the language being spoken. Once the language configuration is in place,
the SpeechRecognizer object is instantiated with the SpeechConfig and AutoDe-
tectSourceLanguageConfig passed as parameters. This object forms the core of
the speech recognition functionality, responsible for interpreting and processing
spoken input from the user.

To handle recognised speech, the recognizer.recognized.addEventListener()
method is employed. This event listener listens for successful speech recogni-
tion results. If the recognised speech matches a known phrase or command, the
result is processed further. When speech is successfully recognised (ResultRea-
son.RecognizedSpeech), the method logs the recognised text for debugging pur-
poses using Log.i(). The recognised text is then displayed to the user by updating
a TextView widget (recognizedText). This is done by invoking runOnUiThread(),
which ensures that UI updates occur on the main thread, as Android’s Ul com-
ponents can only be modified from the main thread. Additionally, the recognised
speech text is processed for specific commands by invoking two custom meth-
ods: processSpeechCommand() and updatelmageViewBasedOnSpeech(). These
methods further analyse the recognised text to execute specific actions, such as
updating the robot’s responses, gestures, or multimedia display based on the
user’s input. In cases where no speech is recognised (ResultReason.NoMatch),
the recogniser logs that no match was found and updates the TextView to notify
the user. This comprehensive process ensures that the application can understand
and act upon spoken input in a dynamic and responsive manner, enhancing the
user experience in interacting with the robot.

Figure 3.12: startContinuousRecognition
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The startContinuousRecognition() method is designed to initiate continuous
speech recognition for the robot, enabling it to listen for spoken commands or
input in real-time. The method starts by ensuring that the speech recogniser
(recogniser) is initialised before attempting to start the recognition process. If
the recogniser is null, indicating that it hasn’t been set up, the method calls ini-
tializeRecognizer() to configure the necessary speech recognition settings. Once
the recogniser is confirmed to be initialised, the method invokes startContinu-
ousRecognitionAsync(). This function begins the continuous speech recognition
process asynchronously, allowing the robot to listen for speech without blocking
the main UI thread. By running asynchronously, the speech recognition process
can handle incoming speech in the background, providing a seamless user experi-
ence. This is critical in interactive applications where real-time user input must
be processed without noticeable delays.

After starting the recognition process, the method sets a flag (isListening =
true) to indicate that the robot is currently in a listening state. This flag can
be used later to control the behavior of the robot or stop the recognition process
when needed. For example, it helps manage cases where the robot might need to
temporarily stop listening, such as when processing an action or responding to
a user query. The method then employs runOnUiThread() to make updates to
the user interface, ensuring that Ul elements are modified on the main thread.
Inside this block, the text for sttState is updated to reflect that the robot is now
”Listening...”, making the status clear to the user. The sttState text field is made
visible, along with other UI elements such as the buttonBack and recognised Text
widgets, which give visual feedback to the user that the robot is actively listening.
In the event of any errors while starting the continuous recognition process, the
method catches exceptions using a try-catch block. If an exception occurs, the
method logs the error message for debugging purposes using Log.e(). This ensures
that any issues with the recognition process are captured and can be addressed,
improving the robustness of the application. Overall, this method is essential for
enabling continuous speech recognition in the robot, allowing for uninterrupted
interaction and real-time response to user input.
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Figure 3.13: sayText

The sayText() method is designed to enable Buddy, the robot, to vocalise spe-
cific text using a particular voice profile. This function integrates speech synthesis
functionality into the robot, allowing it to respond to users or provide informa-
tion in a human-like manner. The method operates asynchronously and ensures
that Buddy’s interaction feels natural and fluid. The method first utilises a han-
dler.post() call to run its contents on the main thread, which is necessary when
updating the user interface or interacting with hardware components. Inside this
block, the method begins by setting up the configuration required for speech syn-
thesis. This is done by creating an instance of SpeechConfig from the subscription
key (SUBSCRIPTION_KEY) and the service region (SERVICE_REGION). The
subscription key and region are associated with the Microsoft Cognitive Services
API, which powers the speech synthesis feature. This API is responsible for con-
verting the given text into audible speech. The method also takes a voiceName
parameter, which specifies the voice profile to be used for the speech synthesis.
Voice profiles allow the robot to speak in different accents, languages, or even with
various tonalities. This flexibility is essential for tailoring Buddy’s interactions
to diverse environments, enhancing the user experience.

Once the speech configuration is set, a SpeechSynthesizer object is created us-
ing the config. This object handles the actual text-to-speech process. Before syn-
thesising the speech, the method starts a new thread using new Thread(() -, ...)
to simulate facial expressions. In this case, it delays by 500 milliseconds to syn-
chronise the robot’s mouth movement and expressions with its speech. The Bud-
dySDK.UILsetLabialExpression(LabialExpression.SPEAK_HAPPY) command is
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used to make Buddy’s face display a happy expression while speaking, improving
the emotional connection with users. The core functionality of the method is
the call to synthesizer.SpeakText(text). This line triggers the text-to-speech con-
version, where the SpeechSynthesizer converts the input text into audio. While
Buddy is vocalising the text, it displays happy facial expressions to simulate a
natural speaking experience. Once the speech synthesis is complete, the labial ex-
pression is reset to LabialExpression. NO_EXPRESSION to return Buddy’s face
to a neutral state. After the speech is synthesised, the SpeechSynthesisResult
object is closed to free up resources, and the SpeechSynthesizer is also closed.
Properly closing these objects is crucial to avoid memory leaks or unnecessary
use of computational resources. If any errors occur during the speech synthesis
process, the method catches the exceptions using a try-catch block. In the case
of an exception, an error message is logged using Log.i() for debugging purposes,
ensuring that any issues can be tracked and resolved. The method finally ensures
that the isProcessing flag is set to false, allowing the robot to handle further
interactions after the speech synthesis is complete.

Figure 3.14: moveBuddy

The moveBuddy() method is responsible for controlling the physical move-
ment of the Buddy robot. This method sends a command to move the robot
at a specified speed and for a specified distance. The method incorporates both
the user interface updates and interaction with Buddy’s movement functionali-
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ties through the BuddySDK. The method begins by logging the parameters of
the movement command using the Log.i() function. This is useful for debugging,
as it provides real-time feedback in the log about the speed and distance that
the robot is being instructed to move. Next, the method ensures that the user is
aware of the robot’s action by updating the user interface. The runOnUiThread|()
method is used to ensure that the UI changes are made on the main thread. In-
side this block, the recognizedText view, which displays status updates to the
user, is set to show the text "Moving...” and is made visible. This informs the
user that Buddy is actively responding to the move command. The core of the
method is the BuddySDK.USB.moveBuddy() function, which is part of the Bud-
dySDK, and it directly communicates with the robot’s hardware to perform the
movement. The method sends two key parameters: speed (which controls how
fast the robot should move) and distance (which defines how far Buddy should
travel). The movement command is wrapped in an anonymous class that extends
[UsbCommadRsp.Stub, which handles the success or failure of the movement op-
eration. When the movement command is successful, the onSuccess() method
is triggered, indicating that Buddy has completed the movement as instructed.
The runOnUiThread() block is then used to update the user interface again, this
time displaying the message ”Move successful” on the recognizedText view to in-
form the user of the successful execution. If an additional action is required upon
successful movement (such as chaining operations), the onSuccess.run() method
is invoked, which can trigger further steps defined by the user in the form of a
Runnable passed to the moveBuddy() method. Conversely, if the movement com-
mand fails for any reason, the onFailed() method is triggered. This method logs
an error message using Log.i(), allowing developers or users to understand that
the movement attempt was unsuccessful. The recognizedText view is updated to
show the message ”Fail to advance,” signaling to the user that something went
wrong with the robot’s movement.

The method is designed to ensure smooth integration between the robot’s
movement and the user experience. By using runOnUiThread() to handle all UI
updates, it maintains responsiveness, ensuring that the UI reflects the robot’s
state in real-time. The use of success and failure callbacks in the BuddySDK en-
ables robust handling of movement commands, ensuring that Buddy’s actions are
reliably communicated to the user and any subsequent actions are appropriately
managed.

39



3.7 Technical Breakdown of Applications

Figure 3.15: rotateBuddyt

The rotateBuddy() method is responsible for managing the rotation of the
Buddy robot, allowing it to rotate by a specified angle at a defined rotational
speed. This method integrates both user feedback through the interface and
interactions with the robot’s hardware via the BuddySDK. The method starts
by logging the parameters of the rotation command, specifically the rotspeed
(rotation speed) and angle (rotation angle), using Log.i(). This logging is im-
portant for debugging, as it provides real-time feedback regarding the specifics
of the command being sent to the robot. To ensure that the user is informed
about the current action, the method updates the user interface using runOnU-
iThread(). This is essential because all UI updates in Android must occur on
the main thread. Inside this block, the recognizedText view, which is used to
display status messages to the user, is updated to show the text ”Rotating...”
and is made visible. This provides immediate feedback to the user that Buddy is
in the process of executing a rotation command.

The core of the method is the BuddySDK.USB.rotateBuddy() function, part
of the BuddySDK, which handles the actual rotation of the robot. This method
sends the two parameters—rotspeed and angle—to the robot. The rotational
speed controls how fast Buddy rotates, and the angle specifies the degree to which
the robot should turn. The method is wrapped inside an anonymous class that
extends [UsbCommadRsp.Stub, which manages the callbacks for the success or
failure of the rotation command. When the rotation is successful, the onSuccess()
method is called, signaling that Buddy has completed the rotation as intended.
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The runOnUiThread() block is used again to update the user interface, display-
ing the message "Rotate successful” on the recognizedText view. This informs
the user that Buddy’s rotation was executed correctly. Additionally, if any sub-
sequent actions are needed after the rotation is completed (e.g., further tasks or
chained operations), the onSuccess.run() method is invoked, allowing the user to
define what should happen next through a Runnable passed to the rotateBuddy()
method. In contrast, if the rotation command fails for any reason, the onFailed()
method is triggered. This method logs an error message using Log.i(), indicating
that the rotation attempt was unsuccessful. The recognizedText view is updated
to display the message ”Fail to rotate,” notifying the user that an issue occurred
during the robot’s rotation.

The method ensures a seamless user experience by providing real-time feed-
back through the interface. The use of runOnUiThread() guarantees that the
UI reflects the robot’s actions in real time, maintaining responsiveness through-
out the rotation process. The success and failure callbacks from the BuddySDK
add reliability to the operation, allowing the system to handle various scenarios
(successful execution or failure) effectively, with corresponding UI updates and
possible follow-up actions.

3.8 Conclusion

The methodology involved developing three Android-based applications for the
Buddy robot, targeting different aspects of multicultural education. Using the
Buddy SDK and Microsoft Cognitive Services, the robot was programmed to in-
teract through speech recognition, multilingual responses, and visual aids. The
applications facilitated Buddy’s participation in classroom activities, such as
greeting children in multiple languages, engaging in symbolic play, and promoting
cultural exchange. The design was modular, allowing for customization based on
classroom diversity. The robot’s movement, emotional expressions, and multi-
media support were implemented to create an interactive learning environment
tailored to children’s linguistic and cultural needs.
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Chapter 4

Experiment

4.1 Application Design and Development

The development of the Android-based applications for Buddy involved several
stages, beginning with the conceptualisation of the robot’s role within educational
settings. The design of these applications was driven by the goal of creating an
intuitive and interactive platform that could cater to the diverse needs of students
in primary and early childhood education. As such, the applications are designed
to be flexible, scalable, and capable of addressing various educational tasks, from
language acquisition to intercultural pedagogy.

The user interface (UI) of the applications was developed with young learners
in mind, featuring large, colourful buttons, simple navigation, and visual aids
to guide interactions. The applications are designed to accommodate the varied
cognitive abilities of young children, ensuring that all interactions with Buddy
are intuitive and engaging. The apps allow teachers to customise Buddy’s inter-
actions based on the classroom’s cultural or linguistic composition. For example,
teachers can input student-specific data, such as their preferred language, so that
Buddy can switch between languages when interacting with different students.
This adaptability is essential for the growth of an inclusive learning environment,
especially in multicultural classrooms where students may come from different
linguistic and cultural backgrounds (100). To enable Buddy to perform the de-
sired tasks, the applications are built upon the Buddy Software Development
Kit (SDK), which provides a set of tools and libraries for controlling the robot’s
functions. The Buddy SDK is a critical component of the application’s backend,
enabling developers to access the robot’s various functionalities, such as move-
ment, speech, and multimedia display (101). For instance, when Buddy teaches
a new word in a language-learning module, it can simultaneously display an im-
age of the object on its screen, reinforcing the learning process through visual
representation. In addition to static images, the multimedia display functionality
allows for integrating dynamic content, such as animated videos or interactive
games. This feature is particularly beneficial for engaging young learners, pro-
viding a multisensory learning experience. Students can interact with the content
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on Buddy’s screen by selecting options, answering questions, or participating in
interactive quizzes.

4.2 Implementation of Appl

The App begins with the initialization of essential variables, such as the sub-
scription key and service region, which are necessary for the speech recognition
capabilities. The application also defines a path for video storage and sets up
flags that help in monitoring the state of the app, such as whether the app is
currently listening to user commands or processing speech input. Upon launch-
ing the application, the main function onCreate is called, which is responsible for
setting up the user interface components, such as buttons, text views, and image
views. These components are initialized through the initViews function, and the
app listens for specific user interactions, like pressing buttons, through event lis-
teners. For instance, when the user presses the “Listen” button, it triggers the
speech recognition feature, which hides the welcome image and starts listening
for voice commands. Additionally, the app verifies that all required permissions,
particularly for accessing storage and using the device’s microphone, are granted.
If the permissions are not granted, the app requests them from the user.

The core functionality of the app lies in its ability to process speech com-
mands and perform actions accordingly. Speech recognition is initialized using
the initializeRecognizer function, which configures the speech recognizer to detect
commands in multiple languages, including English, French, and Italian. When
speech is recognized, the app processes the text in lowercase to ensure consis-
tency in command recognition. This ensures that different variations of user
commands, such as “move forward” or “turn left,” are properly handled. Based
on the recognized command, the app triggers the corresponding actions, such as
moving Buddy forward or rotating the robot left or right. These commands are
sent to Buddy’s movement system, and the app provides visual feedback by up-
dating the text views to inform the user of the success or failure of the movement
commands. The application also supports multimedia interaction, specifically by
allowing users to request video playback. If the user issues a command such as
“show videos,” the app loads video files from the specified directory and displays
them as a list of thumbnails. The user can then select a video to play, and the
app uses the playVideo function to launch an intent that plays the video file. The
implementation is designed to handle cases where the file does not exist by provid-
ing error feedback to the user. Similarly, the app can remove the displayed video
thumbnails when the user issues a command such as “remove videos,” ensuring
a clean and responsive user interface.

A critical aspect of the app’s functionality is its ability to handle greetings in
multiple languages. The app detects greetings like “hello,” “ciao,” or “bonjour,”
and responds in the corresponding language, showcasing Buddy’s multilingual
capabilities. This feature aligns with the app’s goal of creating an interactive,
multicultural environment where Buddy can engage with users in a personalized
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manner. For example, when a greeting in Italian is recognized, Buddy responds in
Italian with a friendly message, enhancing the user’s sense of connection with the
robot. In addition to these features, the app ensures that commands are processed
efficiently by using the isProcessing flag to prevent duplicate command handling.
This ensures that the robot does not process multiple commands simultaneously,
maintaining smooth and predictable interactions. When the app is not listening
for speech commands, the stopListening function is invoked, halting the speech
recognition process and updating the user interface to reflect the current state.

The flow of the application from initialization to execution follows a logical
structure, where user commands are captured, processed, and acted upon in real-
time. Each component of the app plays a role in ensuring that Buddy responds
accurately to user input, whether it be moving, playing videos, or engaging in
conversation. The app’s design leverages Android functionalities such as permis-
sion handling, speech recognition, and multimedia playback to create an engaging
user experience tailored to the specific scenario. The pseudocode, when trans-
lated into actual implementation, ensures that Robot Buddy operates seamlessly
within the educational and interactive setting envisioned in the scenario.
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4.3 Implementation of App2

The Android application interacts with the Buddy robot, focusing on enhanc-
ing user engagement through speech recognition, multimedia interactions, and
robot movements. The main functionalities are centered on speech-driven com-
mands and robot responses, where Buddy can move, rotate, and respond to user
queries. The application starts by calling the onCreate() method, which initial-
izes the user interface and sets up the necessary views for interaction. This is
done through the initViews() function, where buttons, images, text fields, and
other interface elements are connected to their respective components. The pri-
mary views include buttons for controlling speech recognition, a list view for
displaying video files, and text fields for displaying recognized speech or status
updates. Once these elements are in place, the application configures the listen-
ers through configureListeners(), allowing for user interactions such as selecting
videos or triggering speech recognition.

Speech recognition is a core component of this application, facilitated by the
initializeRecognizer() function. Using Microsoft Cognitive Services, the appli-
cation configures a speech recognition engine capable of detecting multiple lan-
guages. The speech recognition engine is set to continuously listen for user input
when the startContinuousRecognition() function is invoked. This function also
updates the user interface to indicate that the app is actively listening for com-
mands, providing a visual cue for the user. When speech is recognized, the
handleSpeechInteraction() function processes the spoken input. It first checks
whether the app is already processing another input to prevent duplicate han-
dling. The function then interprets specific commands related to movement, such
as "move,” "left,” or "right,” and executes the corresponding action by calling
either moveBuddy/() for forward movement or rotateBuddy() for rotation. These
functions send commands to Buddy, making it move or rotate based on the rec-
ognized speech. Feedback is provided to the user in the form of status updates,
such as "Moving” or ”Rotating,” which are displayed in the user interface.

In addition to movement commands, the app can handle cultural interactions
and other conversational inputs based on the detected language. The app sup-
ports multiple languages, including English, French, and Italian, and switches
its responses accordingly. For instance, if the user asks about Buddy’s culture
or makes references to cultural foods, the application responds with information
about Buddy’s home planet and favorite foods using the handleSpeechInteractio-
nEN(), handleSpeechInteractionFR(), or handleSpeechInteractionIT() functions,
depending on the current language. The robot can ask users to participate in
games.

The speech-based interaction is further enhanced by the robot’s emotional
expressions. Buddy can display facial expressions such as ”happy” or ”listening”
depending on the context of the conversation, adding a layer of emotional intel-
ligence to the interaction. The setMoodTemporarily() function is responsible for
setting these expressions, which remain for a few seconds before resetting to a
neutral state. The sayText() function synthesizes speech to provide verbal feed-
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back. Using text-to-speech capabilities, the app converts text into speech based
on the recognized language, allowing Buddy to engage in more conversational
exchanges with the user. For example, when the user mentions food or drink,
Buddy responds with comments such as ” Thank you! I would love some tea.” This
conversational ability makes the interaction feel more natural and human-like.
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4.4 Implementation of App3

The implementation of an Android application designed for interaction with
Buddy, a social robot that engages in activities such as speech recognition, move-
ment, multimedia display, and interactive dialogues. This application harnesses
several key functionalities to create an engaging environment where Buddy can
interact with users through voice commands, multimedia presentations, and play-
ful activities. When the application is launched, the OnCreate function is called
to initialize the app and its views through the initViews() method. This involves
setting up key elements like buttons, text fields, and image views to create a user
interface for interaction. Once the views are initialized, listeners are configured
to manage user actions, such as pressing buttons or selecting items from a list.
This is done through the configureListeners() method, which associates specific
behaviors with user actions. For example, pressing the ”Listen” button hides
certain elements of the interface and starts continuous speech recognition.

The next phase of the implementation involves checking and requesting per-
missions using the checkPermissions() function. Since the app requires access to
storage and audio functionalities, it first verifies whether the necessary permis-
sions have been granted by the user. If not, the app requests them; otherwise, it
proceeds to load multimedia files stored on the device.

In addition to multimedia interaction, Buddy is also capable of movement,
controlled by voice commands. The moveBuddy() function handles Buddy’s
movement by sending speed and distance commands to the robot, while the
rotateBuddy() function controls its rotation. Both functions provide feedback
to the user by updating the user interface to display messages like "Moving” or
"Rotating,” and they notify the user upon successful completion or failure of
these actions. This combination of visual feedback and robot movement adds
a dynamic element to the interaction, making it more tangible and responsive.
Speech recognition forms a core component of the application, and this is im-
plemented through the initializeRecognizer() and startContinuousRecognition()
functions. These functions set up a speech recognition service using Microsoft’s
Cognitive Services and enable continuous listening for voice input. When speech
is recognized, the app processes the input through the handleSpeechInteraction()
function, which interprets the spoken commands and determines the appropriate
response. If a movement command is recognized, Buddy responds by moving or
rotating accordingly. If the speech relates to a game or cultural interaction, the
app switches to handling those inputs based on the detected language.

The handleSpeechInteraction() function plays a pivotal role in enabling the
robot to respond appropriately to different inputs. For instance, if the user men-
tions "move,” Buddy will execute a movement command. If cultural interactions
are detected, the application responds based on the current language setting
(English, French, or Italian). Depending on the recognized language, the app
calls different interaction functions such as handleGameRoomInteractionEN() for
English, handleGameRoomInteractionFR() for French, and handleGameRoom-
InteractionIT() for Italian. These language-specific functions manage the flow of
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dialogue, asking questions about culture, games, or clothing in the appropriate
language and awaiting user responses. The speech-based interaction is further
enriched by the robot’s emotional expressions and mood settings, which are con-
trolled by the setMoodTemporarily() function. This function allows the robot to
display various facial expressions such as "happy” or "listening” during the in-
teraction, adding an emotional dimension to the robot’s responses. The app can
also provide spoken feedback through the sayText() function, which uses speech
synthesis to generate natural-sounding responses in different languages. The tim-
ing of these responses is measured to ensure that the interactions feel natural and
conversational.

An additional feature of the app is its game functionality, implemented through
the showTabletGame() and simulateUserGuess() functions. The robot presents
images to the user, asking them to guess the names of the items shown. After a
delay, the app provides feedback on the user’s guesses, either confirming correct-
ness or offering the correct answer. This game-like interaction fosters learning and
engagement, allowing users to interact with the robot in a playful and educational
way.
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4.5 Evaluation of Scripts

Robot Buddy is designed to facilitate interactive, speech-based engagements, par-
ticularly in settings like multicultural environments such as kindergartens. These
interactions are crafted to encourage curiosity, promote cultural sharing, and fos-
ter inclusion among children from diverse backgrounds. One of the most distinct
aspects of Buddy’s interactions involves its ability to initiate conversations about
its own ”culture,” thereby encouraging children to share their cultural experiences
in return. For example, when prompted by a child to describe its background,
Buddy might say: "I am Buddy, a robot from another planet. On my planet,
we wear shiny silver clothes, and we love playing games where we fly in the
sky. What about your culture?” This interaction is intentionally crafted to spark
children’s curiosity and encourage them to reflect on their own cultural identity,
leading to a broader exchange of traditions, games, and experiences. This type
of interaction, especially within the context of a multicultural kindergarten, can
have far-reaching effects. It creates a space where children from diverse cultural
backgrounds can feel safe and encouraged to share aspects of their lives, whether
it is about the clothing they wear or the games they play at home. For instance, if
a child responds by describing their traditional clothing or favorite game, Buddy
extends the conversation with a follow-up question such as, ”Can you tell me
what kind of clothes you wear? What games do you play?” This type of open-
ended dialogue fosters an enriching learning environment where children not only
feel validated but are also introduced to different cultures in a non-intimidating,
friendly manner. The robot’s design makes it approachable, and its consistent
positive reinforcement encourages further interaction from the children.

In a multicultural kindergarten, interactions like these can serve as vital tools
for promoting inclusivity and mutual respect. Children, particularly those who
might be quieter or less inclined to speak about their differences in a traditional
classroom setting, may find the robot’s neutral and engaging behavior more com-
forting. As Buddy draws out conversations about traditions, games, and personal
experiences, it provides a platform for all children, regardless of their background,
to feel seen and heard. Moreover, by enabling children to share their cultures,
Buddy promotes cross-cultural awareness and helps build a classroom culture of
understanding and respect for diversity. Beyond cultural sharing, Buddy also
engages in more playful and familiar conversations that focus on children’s day-
to-day experiences. For instance, Buddy might greet the children with, ”Hello!
What are you playing with? Can you show me your toys?” Such interactions
are specifically designed to evoke curiosity from the children and prompt them
to share their toys or ongoing play activities with Buddy. When a child men-
tions a toy or responds positively, Buddy follows up with responses like, ” Wow,
that looks fun! Can you teach me what it’s called? How do you say that in
your language?” These types of exchanges not only foster communication but
also encourage language learning and cultural exchange. This can be particularly
beneficial in a diverse classroom where children may speak multiple languages at
home. The robot’s interaction allows children to bridge these language barriers in
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an organic and engaging way, enhancing their sense of belonging. Buddy’s ability
to converse in multiple languages—such as English, French, and Italian—adds to
its effectiveness as a tool for inclusivity. For example, when addressing a French-
speaking child, Buddy might say, ” Je suis Buddy, un robot d’une autre planete...
Et ta culture?” Similarly, with an Italian-speaking child, Buddy might introduce
itself by saying, ”Sono Buddy, un robot di un altro pianeta... E la tua cultura?”
These multilingual capabilities enable Buddy to adapt to the linguistic needs of
the children, ensuring that non-native English speakers or children from bilin-
gual homes feel included in the conversation. This feature helps Buddy become a
powerful tool in creating a language-inclusive environment, where children from
different linguistic backgrounds can participate actively without feeling alienated
due to language barriers.

The positive aspects of such interactions are evident. First and foremost,
Buddy helps create a space where children can celebrate their cultural and linguis-
tic diversity. By encouraging children to share details about their lives, Buddy
can help foster a deeper sense of inclusion and belonging, even among those
who might otherwise feel marginalized. Furthermore, by offering interactions
in multiple languages, Buddy ensures that children who speak languages other
than English are not left out of important classroom conversations. This fosters
an early appreciation of multilingualism and cultural exchange among children,
which can have long-term positive effects on their social development. However,
while Buddy’s design offers many advantages, it is important to consider the po-
tential limitations and challenges inherent in relying on a robot for cultural and
social interactions. One potential issue is that some children, particularly those
who are shy or less familiar with technology, might find it difficult to engage nat-
urally with Buddy. While the robot is designed to be friendly and approachable,
the fact that it is a machine might make interactions feel less organic compared to
human-to-human communication. For these children, Buddy’s scripted interac-
tions, although engaging, might not fully replace the warmth and spontaneity of
an interaction with a human teacher or peer. Additionally, despite its multilingual
capabilities, Buddy’s language database may still be limited in terms of dialects
or less commonly spoken languages. This could result in frustration for children
who speak minority languages that are not supported by Buddy’s programming.
While the robot can switch between major languages like English, French, and
[talian, the absence of support for less common languages might inadvertently
alienate some children, especially in diverse settings where the student population
may be highly multicultural and multilingual.

Another potential downside is the over-reliance on technology for cultural
and social exchanges. While Buddy’s role in fostering cultural discussions and
language learning is valuable, it is essential that these interactions are comple-
mented by human guidance. Over-dependence on a robot for initiating conversa-
tions about culture or play may reduce opportunities for peer-to-peer interactions.
Children learn important social cues, empathy, and cooperation through direct
engagement with their classmates. If Buddy becomes the primary facilitator of
these discussions, it could potentially hinder the natural development of these
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interpersonal skills. Human supervision is therefore a crucial element in ensuring
that Buddy’s presence is beneficial without becoming a substitute for personal
interactions. Teachers must continue to play an active role in moderating and
guiding these conversations, providing emotional support, and encouraging peer
interactions. Additionally, teachers can use Buddy’s interactions as a starting
point for deeper classroom discussions, encouraging students to build on the con-
versations started by the robot. This way, Buddy enhances the learning envi-
ronment rather than replacing the more organic and nuanced aspects of human
interaction.

Despite these limitations, the carefully designed scripts of Buddy’s interac-
tions provide a valuable framework for promoting cultural diversity, language
learning, and social inclusion in a kindergarten setting. By acting as a bridge
between children from different backgrounds, Buddy creates opportunities for
cultural exchange and mutual understanding. For example, when Buddy asks
children to describe their traditional clothing or favorite games, it invites chil-
dren to reflect on their own identity while learning about their peers. Similarly, by
encouraging children to teach Buddy words in their own language, the robot pro-
motes language sharing and cross-cultural communication, which are vital skills
in an increasingly globalized world. Moreover, the structured yet flexible nature
of Buddy’s interactions makes it a versatile tool in the classroom. The robot can
initiate conversations, recognize responses, and guide interactions in ways that
promote not only cultural awareness but also cognitive development. The playful
tone of its interactions, combined with its ability to switch between languages, al-
lows Buddy to engage children in meaningful learning experiences without making
them feel like they are being tested or judged. This non-threatening and support-
ive environment can be particularly beneficial for young children as they navigate
complex social and cultural dynamics.
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Chapter 5

Conclusions

5.1 Overview

The conclusion chapter includes a detailed summary of the study’s findings, fo-
cusing on how the Buddy robot successfully met the objectives of promoting
multilingual engagement, cultural exploration, and cultural exchange in early
childhood education. It presents the results of the experiments, highlighting
Buddy’s effectiveness in creating an inclusive learning environment. Addition-
ally, the chapter addresses the limitations encountered during the experiments,
such as language processing challenges, and discusses the overall impact of inte-
grating social robots into multicultural classrooms. It concludes with the broader
implications of the study, suggesting that social robotics can significantly enhance
modern educational practices.

5.2 Conclusion

The experiments demonstrated that Buddy could engage with children in mul-
tiple languages through songs, visuals, and greetings. In the lab, Buddy recog-
nized and responded to greetings in different languages, creating an atmosphere
where users from various cultural and linguistic backgrounds felt acknowledged.
This approach not only supported language development but also reduced lan-
guage barriers, fostering a sense of belonging among the children. In the second
scenario, Buddy’s involvement in symbolic play and discussions on cultural tra-
ditions showed significant success in promoting cultural exploration. During the
experiments, Buddy interacted with user by asking questions about their cultural
practices and introducing elements from its own ”imagined culture.” By simulat-
ing gestures, using visual aids on its tablet, and engaging in playful dialogue,
Buddy helped user explore and appreciate cultural diversity.
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Further, the third objective focused on fostering cultural exchange through
storytelling and interactive activities. The experiments showed that Buddy could
successfully facilitate discussions on cultural topics, such as traditional clothing
and games, prompting children to describe aspects of their cultures. By using its
language recognition and translation features, Buddy ensured every child could
participate, regardless of their linguistic background. Additionally, the robot’s
use of games, where user guessed the names of cultural objects, reinforced cultural
awareness and made the exchange both interactive and educational. The robot’s
ability to switch between languages, simulate cultural gestures, and participate in
cultural dialogue can significantly improve students’ linguistic and intercultural
learning experiences. These results support the thesis’s assertion that integrat-
ing social robots into multicultural education can address linguistic and cultural
barriers, offering a dynamic and equitable learning experience.

5.3 Limitations

One notable limitation was Buddy’s limited proficiency in less common languages,
which could present challenges in highly diverse classrooms. The robot’s depen-
dency on speech recognition accuracy occasionally led to misinterpretations, par-
ticularly in noisy environments or with accents, highlighting the need for more
advanced and adaptable language-processing capabilities. Additionally, while
Buddy effectively used its tablet to simulate gestures and expressions, the lack of
physical limb movements limited the realism of some interactions.

5.4 Recommendations

One of the most critical aspects to enhance in future iterations of social robots
like Buddy is its multilingual speech recognition capabilities. This feature is
paramount for fostering an inclusive environment in classrooms with students
from diverse linguistic backgrounds. Currently, Buddy’s speech recognition sys-
tem is effective but has limitations when processing less commonly spoken lan-
guages and dialects, often resulting in misinterpretations that hinder the robot’s
ability to fully engage with every student. The primary recommendation is to in-
tegrate an advanced, context-aware speech recognition system, specifically trained
on a broader array of languages and dialects. This can be achieved by leveraging
machine learning models that incorporate extensive datasets from various linguis-
tic sources, including regional accents and variations in pronunciation. Collabo-
ration with language experts and educators will be crucial in curating a diverse
linguistic dataset that accurately reflects the classroom’s multicultural environ-
ment. Additionally, adopting continuous learning algorithms would allow Buddy
to adapt and improve its recognition accuracy over time, learning from its interac-
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tions with students. Implementing this enhancement would significantly improve
Buddy’s effectiveness in classrooms. By accurately recognizing and responding
in a child’s native language, Buddy can create a more welcoming atmosphere,
encouraging students to actively participate and express themselves. This is par-
ticularly important for students who may experience anxiety or exclusion due to
language barriers. Furthermore, accurate multilingual engagement supports lan-
guage acquisition for both native and second-language learners, making Buddy a
valuable tool in developing linguistic proficiency and intercultural communication

skills.
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